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CHAPTER 2 

 
Meteorology and Wave Climate 

 
2-1.  Meteorology. 
 
 a.  Introduction.  This chapter is intended to provide a simplified foundation for the 
estimation of meteorological and oceanographic factors affecting design of structures in coastal 
areas.  It is not a replacement for more rigorous computer modeling, but attempts to show how 
these estimates can be obtained from a combination of simple formulae and nomograms (as given 
in this chapter), simple parametric-type models (such as ACES), and complete sets of detailed 
model runs.  
 
  (1)  Background.  

 
  (a)  A basic understanding of marine and coastal meteorology is an important component in 
coastal and offshore design and planning.  Perhaps the most important meteorological 
consideration relates to the dominant role of winds in wave generation.  However, many other 
meteorological processes (e.g., direct wind forces on structures, precipitation, wind-driven coastal 
currents and surges, the role of winds in dune formation, and atmospheric circulations of pollution 
and salt) are also important environmental factors to consider in man’s interactions with nature in 
this sometimes fragile, sometimes harsh environment.  
 
  (b)  The primary driving mechanisms for atmospheric motions are related either directly or 
indirectly to solar heating and the rotation of the earth.  Vertical motions are typically driven by 
instabilities created by direct surface heating (e.g., air mass thunderstorms and land-sea breeze 
circulations), by advection of air into a region of different ambient air density, by topographic 
effects, or by compensatory motions related to mass conservation.  Horizontal motions tend to be 
driven by gradients in near-surface air densities created by differential heating (for example 
north-south variations in incoming solar radiation, called insolation, and differences in the thermal 
response of ocean and continental areas), and by compensatory motions related to conservation of 
mass.  The general structure and circulation of the earth’s atmosphere is described in many 
excellent textbooks (Hess 1959). 
 
  (c)  The rotation of the earth influences all motions in the earth’s coordinate system.  The net 
effect of the earth’s rotation is to deflect all motion to the right in the Northern Hemisphere and to the 
left in the Southern Hemisphere.  The strength of this deflection (termed Coriolis acceleration) is 
proportional to the sine of the latitude.  Hence Coriolis effects are strongest in polar regions and 
vanish at the equator.  Coriolis effects become significant when the trajectory of an individual 
fluid/gas particle moves over a distance of the same order as the Rossby radius of deformation, 
defined as:  
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where 
Ro = Rossby radius of deformation 
f = Coriolis parameter defined as 1.458  10-4 sin φ, where φ is latitude (note f here is in sec-1) 
c = characteristic velocity of the particle 

 
For a velocity of 10 m/sec at a latitude of 45 deg, Ro is about 100 km.  This suggests that scales of 
motion with this velocity and with particle excursions of about 10 km and greater will begin to be 
affected significantly by Coriolis force at this latitude. 
 
  (2)  Organized scales of motion in the atmosphere. 
 
  (a)  Table II-2-1 presents ranges of values for the various scales of organized atmospheric 
motions.  This table should be regarded only as approximate spatial and temporal magnitudes of 
typical motions characteristic of these scales, and not as any specific limits of these scales.  As 
can be seen in this table, the smallest scale of motion involves the transfer of momentum via 
molecular-scale interactions.  This scale of motion is extremely ineffective for momentum 
transport within the earth’s atmosphere and can usually be neglected at all but the slowest wind 
speeds and/or extremely small portions of some boundary layers.  The next larger scale is that of 
turbulent momentum transfer.  Turbulence is the primary transfer mechanism for momentum 
passing from the atmosphere into the sea; consequently, it is of extreme importance to most 
scientists and engineers.  The next larger scale is that of organized convective motions.  These 
motions are responsible for individual thunderstorm cells, usually associated with unstable air 
masses. 
 

Table II-2-1.  Ranges of Values for the Various Scales of Organized Atmospheric Motions 
 

Transfer Mechanism Typical Length Scale, meters Typical Time Scale, sec 
Molecular 10-7 - 10-2 10-1 
Turbulent 10-2 - 103 101 
Convective 103 - 104 103 
Meso-scale 104 - 105 104 
Synoptic-scale 105 - 106 105 
Large > 106 106 

 
  (b)  The next larger scale is termed the meso-scale.  Meso-scale motions such as land-sea 
breeze circulations, coastal fronts, and katabatic winds (winds caused by cold air flowing down 
slopes due to gravitational acceleration) are important components of winds in near-coastal areas.  
Important organized meso-scale motions also exist in frontal regions of extratropical storms, 
within the spiral bands of tropical storms, and within tropical cloud clusters.  An important 
distinction between meso-scale motions and smaller-scale motions is the relative importance of 
Coriolis accelerations.  In meso-scale motions, the lengths of trajectories are sufficient to allow 
Coriolis effects to become important, whereas the trajectory lengths at smaller scales are too small 
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to allow for significant Coriolis effects.  Consequently, the first signs of trajectory curvature are 
found in meso-scale motions.  For example, the land-breeze/sea-breeze system in most coastal 
areas of the United States does not simply blow from sea to land during the day and from land to 
sea at night.  Instead, the wind direction tends to rotate clockwise throughout the day, with the 
largest rotation rates occurring during the transition periods when one system gives way to the 
next.   
 
  (c)  The next larger scale of atmospheric motion is termed the synoptic scale.  To many 
engineers and scientists, the synoptic scale is synonymous with the term storm scale, since the 
major storms in ocean areas occupy this niche in the hierarchy of scales.  Storms that originate 
outside of tropical areas (extratropical storms) take their energy from horizontal instabilities 
created by spatial gradients in air density.  Storms originating in tropical regions gain their energy 
from vertical fluxes of sensible and latent heat.  Both extratropical (or frontal) storms and tropical 
storms form closed or semi-closed trajectory motions around their circulation centers, due to the 
importance of Coriolis effects at this scale.  
 
  (d)  The next larger scale of atmospheric motions is termed large scale.  This scale of 
motion is more strongly influenced by thermodynamic factors than by dynamic factors.  
Persistent surface temperature differentials over large regions of the globe produce motions that 
can persist for very long time periods.  Examples of such phenomena are found in subtropical 
high pressure systems, which are found in all oceanic areas and in seasonal monsoonal circulations 
developed in certain regions of the world. 
 
  (e)  Scales of motion larger than large scale can be termed interannual scale, and beyond 

that, climatic scale.  El Nino~ Southern Oscillation (ENSO) episodes, variations in year-to-year 
weather, changes in storm patterns and/or storm intensity, and long-term (secular) climatic 
variations are all examples of these longer-term scales of motion.  The effects of these phenomena 
on engineering and planning considerations are very poorly understood at present.  This is 
compounded by the fact that there does not even exist any real consensus among atmospheric 
scientists as to what mechanism or mechanisms control these variations.  This may not diminish 
the importance of climatic variability, but certainly detracts from the ability to treat it objectively.  
As better information is collected over longer time intervals, these scales of motion will be better 
understood. 
 
  (3)  Temporal variability of wind speeds. 
 
  (a)  Winds at any point on the earth represent a superposition of various atmospheric scales 
of motion, all interacting to produce local weather phenomena.   Each scale plays a specific role 
in the transfer of momentum in the atmosphere.  Due to the combination of different scales of 
motion, winds are rarely, if ever, constant for any prolonged interval of time.  Because of this, it is 
important to recognize the averaging interval (explicit or implicit) of any data used in applications.  
For example, some winds represent “fastest mile” estimates, some winds represent averages over 
small, fixed time intervals (typically from 1- to 30-min), and some estimates (such as those derived 
from synoptic pressure fields) can even represent average winds over intervals of several hours.  
Design and planning considerations require different averages for different purposes.  Individual 
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gusts may contribute to the failure mode of some small structures or of certain structural elements 
on larger structures.  For other structures, 1-min (or even longer) average wind speeds may be 
more related to critical structural forces.   
 
  (b)  When dealing with wave generation in water bodies of differing sizes, different 
averaging intervals may also be appropriate.  In small lakes and reservoirs or in riverine areas, a 
1- to 5-min wind speed may be all that is required to attain a fetch-limited condition.  In this case, 
the fastest 1- to 5-min wind speed will produce the largest waves, and thus be the appropriate 
choice for design and planning considerations.  In large lakes and oceanic regions, the wave 
generation process tends to respond to average winds over a 15- to 30-min interval.  
Consequently, it is important in all applications to be aware of and use the proper averaging 
interval for all wind information. 
 
  (c)  Figure II-2-1 shows the estimated ratio of winds of various durations to 1-hr average 
wind speeds.  The proper application of Figure II-2-1 would be in converting extremal estimates 
of wind speeds from one averaging interval to another.  For example, this graph shows that a 
100-sec extreme wind speed is expected to be 1.2 times as high as a 1-hr extreme wind speed.  
This means that the highest average wind speed in 36 samples of 100-sec duration is expected to 
be 1.2 times higher than the average for all 36 samples added together. 
 

 

Figure II-2-1.  Ratio of wind speed of any duration Ut to the 1-hr wind speed U3600.  
 
  (d)  Occasionally, wind measurements are reported as fastest-mile wind speeds.  The 
averaging time is the time required for the wind to travel a distance of 1 mile.  The averaging time, 
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which varies with wind speed, can be estimated from Figure II-2-2.  Note that two axis are 
provided, for metric and English units. 
 
  (e)  Figure II-2-3 shows the estimated time to achieve fetch-limited conditions as a function 
of wind speed and fetch length, based on the calculations of Resio and Vincent (1982).  The 
proper averaging time for design and planning considerations varies dramatically as a function of 
these parameters.  At first, it might not seem intuitive that the duration required to achieve 
fetch-limited conditions should be a function of wind speed; however, this comes about naturally 
due to the nonlinear coupling among waves in a wind-generated wave spectrum.  The importance 
of nonlinear coupling is discussed further in the wave prediction section of this chapter.  The 
examples are intended to illustrate the correct usage of figures and tables.  Numerical values 
given in the solution of the examples were read from figures as approximate values or rounded off 
from the equations.  Users need to use their own estimates and professional judgement when 
applying figures or equations to their particular engineering conditions or projects. 
 

 

Figure II-2-2.  Duration of the fastest-mile wind speed Uf as a function of wind speed (for 
open terrain conditions). 
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   EXAMPLE PROBLEM II-2-1 
 
FIND: 
1-hr average winds for wave prediction 
 
GIVEN: 
10-, 50-, and 100-year values of observed winds at a buoy located in the center of a large lake 
(U10 = 20.3 m/sec, U50 = 24.8 m/sec, U100 = 28.2 m/sec).  It is also known that the averaging 
interval for the buoy winds is 5-min.  
 
SOLUTION: 
Using Figure II-2-1, the ratio of the fastest 5-min wind speed to the average 1-hr wind speed 
is approximately 1.09.  Using this as a constant conversion factor, the 10-, 50-, and 
100-year, 1-hr wind speeds are estimated as U ’10=18.6 m/sec, U ’50=22.8 m/sec, and 
U ’100=25.9 m/sec. 

 
  b.  General structure of winds in the atmosphere. 
 
  (1)  The earth’s atmosphere extends to heights in excess of 100 km.  Considerable layering 
in the vertical structure of the atmosphere occurs away from the earth’s surface.  The layering is 
primarily due to the absorption of specific bands of radiation in vertically localized regions.  
Absorbed radiation creates substantial warming in these regions which, in turn, produces inversion 
layers that inhibit local mixing.  Processes essential to coastal engineering occur in the 
troposphere, which extends from the earth’s surface up to an average altitude of 11 km.  Most of 
the meteorological information used in estimating surface winds in marine areas falls within the 
troposphere.  The lower portion of the troposphere is called the atmospheric or planetary 
boundary layer, within which winds are influenced by the presence of the earth’s surface.  The 
boundary layer typically reaches up to an altitude of two (2) km or less. 
 
  (2)  Figure II-2-4 shows an idealized relationship for an extended wind profile in a spatially 
homogeneous marine area (i.e., away from any land).  The lowest portion is sometimes termed 
the constant stress layer, since there is essentially a constant flux of momentum through this layer.  
In this bottom layer, the time scale of momentum transfer is so short that there is little or no 
Coriolis effect; hence, the wind direction remains approximately constant.  Above this layer is a 
region that is sometimes termed the Ekman layer.  In this region, the influence of Coriolis effects 
becomes more pronounced and wind direction can vary significantly with height.  This results in 
wind directions at the top of the boundary layer which typically deviate about 10 to 15 deg to the 
right of near-surface wind directions over water and about 25 to 35 deg to the right of near-surface 
winds over land.  Above the Ekman layer, the so-called geostrophic level is (asymptotically) 
approached.  Winds in this level are assumed to be outside of the influence of the planetary 
surface; consequently, variations in winds above the Ekman layer are produced by different 
mechanisms than those that exist in the atmospheric boundary layer. 
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Figure II-2-3.  Equivalent duration for wave generation as a function of 
fetch and wind speed. 

 
 
 

 EXAMPLE PROBLEM II-2-2 
 
FIND: 
 The appropriate 100-year wind speed for a basin with a fetch length of 10 km. 
 
GIVEN: 
 A 100-year wind speed of 19.9 m/sec, derived from 3-hr synoptic charts. 
 
SOLUTION: 
 Figure II-2-3 requires knowledge of both wind speed and fetch distance; however, 
reasonable accuracy is gained by simply using the original wind speed and the appropriate 
fetch.  In this case from Figure II-2-3, the appropriate wind-averaging interval is 
approximately 90 min.  Using information from Figure II-2-1, the ratio of the highest 90-min 
wind speed to the highest 3-hr wind speed is given by the relationship 
 
U5400/U10800 = [-0.15 log10 (5400) + 1.5334] / [-0.15 log10 (10800) + 1.5334] = 0.9735/0.9284 = 
1.048 
 
Thus, the appropriate wind speed should be 1.048 times 19.9 m/sec, or 20.8 m/sec. 
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Figure II-2-4.  Wind profile in atmospheric boundary layer. 
 
  (3)  Estimates of near-surface winds for wave prediction have historically been based 
primarily on two methods: direct interpolation/extrapolation/transformation of local near-surface 
measurements and transformation of surface winds from estimates of winds at the geostrophic 
level.  The former method has mainly been applied to winds in coastal areas or to winds over large 
lakes.  The latter method has been the main tool for estimating winds over large oceanic areas.  A 
third method, termed “kinematic analysis”, has received little attention in the engineering 
literature.  All three of these methods will be discussed following a brief treatment of the general 
characteristics of winds within the atmospheric boundary layer. 
 
  c.  Winds in coastal and marine areas. 
 
  (1)  Background. 
 
  (a)  Winds in marine and coastal areas are influenced by a wide range of factors operating at 
different space and time scales.  Two potentially important local effects in the coastal zone, 
caused by the presence of land, are orographic effects and the sea breeze effect.  Orographic 
effects are the deflection, channeling, or blocking of air flow by land forms such as mountains, 
cliffs, and high islands.  A rule of thumb for blocking of low-level air flow perpendicular to a land 
barrier is given by the following: 
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where 
 

U   = wind speed 
hm  = height of the land barrier (in units consistent with U) 

 
  (b)  An elevation of only 100 m will cause blocking of wind speeds less than about 10 m/sec, 
which includes most onshore winds (Overland 1992).  The horizontal scale of these effects is on the 
order of 50-150 km.  Another orographic effect called katabatic wind is caused by gravitational 
flow of cold air off higher ground such as a mountain pass.  Since katabatic winds require cold air, 
they are more frequent and strongest in high latitudes.  These winds can have a significant impact 
on local coastal areas and are very site-specific (horizontal scale on the order of 25 km).   
 
  (c)  Another local process, the sea breeze effect, is air flow caused by the differences in 
surface temperature and heat flux between land and water.  Land temperatures change on a daily 
cycle while water temperatures remain relatively constant.  This results in a sea breeze with a 
diurnal cycle.  The on/offshore extent of the sea breeze is about 10-20 km with wind speeds less 
than 10 m/sec. 
 
  (d)  Although understanding of atmospheric flows in complicated areas is still somewhat 
limited, considerable progress has been made in understanding and quantifying flow characteristics 
in simple, idealized situations.  In particular, synoptic-scale winds in open-water areas (more than 
20 km or so from land) are known to follow relatively straightforward relationships within the 
atmospheric boundary layer.  The flow can be considered as a horizontally homogeneous, 
near-equilibrium boundary layer regime.  As described in Tennekes (1973), Wyngaard (1973, 
1988), and Holt and Raman (1988), present-day boundary layer parameterizations appear to provide 
a relatively accurate depiction of flows within the homogeneous, near-equilibrium atmospheric 
boundary layers.  Since these boundary-layer parameterizations have a substantial basis in physics, 
it is recommended that they should be used in preference of older, less-verified methods. 
 
  d.  Characteristics of the atmospheric boundary layer. 
 
  (1)  Since the 1960's, evidence from field and laboratory studies (Clarke 1970; Businger et 
al. 1971; Willis and Deardorff 1974; and Smith 1988) and from theoretical arguments (Deardorff 
1968; Tennekes 1973; and Wyngaard 1973, 1988) has supported the existence of a self-similar 
flow regime within a homogeneous, near-equilibrium boundary layer in the atmosphere.  In the 
absence of buoyancy effects (due to vertical gradients in potential temperature) and if no 
significant horizontal variations in density (baroclinic effects) exist, the atmospheric boundary 
layer can be considered as a neutral, barotropic flow.  In this case, all flow characteristics can be 
shown to depend only on the speed of the flow at the upper edge of the boundary layer, roughness 
of the surface at the bottom of the boundary layer, and local latitude (because of the influence of 
the earth’s rotation on the boundary-layer flow).  Significantly for engineers and scientists, this 
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theory predicts that wind speed at a fixed elevation above the surface cannot have a constant ratio 
of proportionality to wind speed at the top of the boundary layer.   
 
  (2)  Deardorff (1968), Businger et al. (1971), and Wyngaard (1988) established clearly that 
flow characteristics within the atmospheric boundary layer are very much influenced by thermal 
stratification and horizontal density gradients (baroclinic effects).  Thus, various relationships can 
exist between flows at the top of the boundary layer and near-surface flows.  This additional level 
of complication is not negligible in many applications; therefore, stability effects should be 
included in wind estimates in important applications. 
 
  e.  Characteristics of near-surface winds.  
 
  (1)  Winds very close to a marine surface (within the constant-stress layer) generally follow 
some form of the “law-of-the-wall” for near-boundary flows.  At wind speeds above about 5.0 
m/sec (at a 10-m reference level), turbulent transfers, rather than molecular processes, dominate 
air-sea interaction processes.  Given a neutrally stable atmosphere, the wind speed close to the 
surface follows a logarithmic profile of the form: 
 

 * ln
æ ö÷ç ÷= ç ÷ç ÷çè ø0

Z

U z
U

k z
 (II-2-3) 

 
where 
 

Uz = wind speed at height z above the surface 
U* = friction velocity 
k = von Kármán’s constant (approximately equal to 0.4) 
zo = roughness height of the surface 

 
  (2)  In this case, the rate of momentum transfer into a water column (of unit surface area) 
from the atmosphere can be written in the parametric form: 
 

 
* 

 

=

=

2

2

z

a

a D z

τ ρ U

ρ C U
	 ሺII‐2‐4ሻ	

 

where  
 

τ = wind stress 
ρa = density of air 
 ρw = density of water 

zDC  = coefficient of drag for winds measured at level z. 
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  (3)  The international standard reference height for winds is now taken to be 10 m above the 
surface.  If winds are taken from this level, the z is usually dropped from the subscript notation 
and the momentum transfer is represented as: 
 
  = 2

a Dτ ρ C U  (II-2-5) 

 
where  
 

CD specifically refers now to a 10-m reference level.  
 
  (4)  Extensive evidence shows that the coefficient of drag over water depends on wind 
speed (Garratt 1977; Large and Pond 1981; and Smith 1988). 
 
  (5)  When surfaces (land or water) are significantly warmer or cooler than the overlying air, 
thermal stability effects tend to modify the logarithmic profile in Equation II-2-3.  If the 
underlying surface is colder than the air, the atmosphere becomes stably stratified and turbulent 
transfers are suppressed.  If the surface is warmer than the air, the atmosphere becomes unstably 
stratified and turbulent transfers are enhanced.  In this more general case, the form of the 
near-surface wind profile can be approximated as: 
 

 *  ln  
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U z z
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 (II-2-6) 

where  
 

ϕ = universal similarity function characterizing the effects of thermal stratification 
L = parameter with dimensions of length that represent the relative strength of thermal 

stratification effects (Obukov stability length). 
 
  (6)  L is positive for stable stratification, negative for unstable stratification, and infinite for 
neutral stratification.  Algebraic forms for ϕ and additional details on the specification of 
near-surface flow characteristics can be found in Resio and Vincent (1977), Hsu (1988), and the 
ACES Technical Reference (Leenknecht et al. 1992; Section 1-1). 
 
  (7)  Transfer of momentum into water from the atmosphere can be influenced markedly by 
stability effects.  For example, at the 10-m reference level, Equations II-2-4 through II-2-6 give: 
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  (8)  The system of equations representing the boundary layer is readily solved via a number 
of numerical techniques.  However, a relationship between zo and U* must also be specified.   
 
  (9)  Since ϕ is negative for stable conditions and positive for unstable conditions, 
stratification clearly reduces the coefficient of drag for stable conditions and increases the 
coefficient of drag for unstable conditions (Figure II-2-5).  Consequently, for the same wind 
speed at a reference level, the momentum transfer rate is lower in a stable atmosphere than in an 
unstable atmosphere.  It should be noted that the range of values for the coefficient of drag in this 
figure exceed the values for which the coefficient of drag might be limited by physical constraints 
of the type found in Powell et al. (2003).  In that study, for cases with the wind and wave 
directions moving in roughly the same directions, the limiting values for the coefficient of drag 
were found to lie in the range 0.0021 to 0.0025.  
 
  (10)  Studies by Hsu (1974), Geernaert et al. (1986), Huang et al. (1986), Janssen (1989, 
1991), and Geernaert (1990) suggest that the coefficient of drag depends not only on wind speed 
but also on the stage of wave development.  The physical mechanism responsible for this appears 
to be related to the phase speed of the waves in the vicinity of the spectral peak relative to the wind 
speed.  At present, there does not appear to be sufficient information to establish this behavior 
definitively.  Future studies may shed more light on these effects and their importance to marine 
and coastal winds. 
 
  f.  Estimating marine and coastal winds. 
 
  (1)  Wind estimates based on near-surface observations.  Three methods are commonly 
used to estimate surface marine wind fields.  The first of these, estimation of winds from nearby 
measurements, has the appeal of simplicity and has been shown to work well for water bodies up 
through the size of the Great Lakes.  To use this method, it is often necessary to transfer the 
measurements to different locations (e.g., from overland to overwater) and different elevations.  
Such complications necessitate consideration of the factors given below. 
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Figure II-2-5.  Coefficient of drag versus wind speed. 
 
  (a)  Elevation correction of wind speed.  Often winds taken from observations of 
opportunity (ships, oil rigs, offshore structures, buoys, aircraft, etc.) do not coincide with the 
standard 10-m reference level.  They must be converted to the 10-m reference level for predicting 
waves, currents, surges, and other wind-generated phenomena.  Failure to do so can produce 
extremely large errors.  For the case of winds taken in near-neutral conditions at a level near the 
10-m level (within the elevation range of about 8-12 m), the “1/7" rule can be applied.  This 
simple approximation, where z is measured in meters, is given as: 
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10

10
zU U
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 (II-2-8) 

 
  (b)  Elevation and stability corrections of wind speed.  Figure II-2-6 provides a more 
comprehensive method to accomplish the above transformation, including both elevation and 
stability effects.  The “1/7" rule is given as a special case.  In Figure II-2-6, the ratio of the wind 
speed at any height to the wind speed at the 10-m height is given as a function of measurement 
height for selected values of air-sea temperature difference and wind speed.  Air-sea temperature 
difference is defined as: 
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 Δ    = -a sT T T  (II-2-9) 

where 
 

ΔT = air-sea temperature difference, in deg C 
Ta = air temperature, in deg C 
Ts = water temperature, in deg C. 

 
As can be seen in Figure II-2-6, the “1/7" rule should not be used as a general method for 
transforming wind speeds from one level to another in marine areas.  The ACES software 
package (Leenknecht et al. 1992) contains algorithms, based on planetary boundary layer physics, 
which compute the values shown in Figure II-2-6; so, it is recommended that ACES should be 
used if at all possible for individual situations.  It should also be noted here that, although both 
ACES and the computer code used to generate Figure II-2-6 are accurate within the bounds of the 
data which were used to formulate the boundary layer functions, they do not give the same exact 
answers because their boundary layer functions are not equivalent. 
 
  (c)  Simplified estimation of overwater wind speeds from land measurements.  Because of 
the behavior of water roughness as a function of wind speed, the ratio of overwater winds at a fixed 
level to overland wind speeds at a fixed level is not constant, but varies nonlinearly as a function of 
wind speed.  Figure II-2-7 provides guidance for the form of this variation.  The specific values 
shown in this figure are from a study of winds in the Great Lakes and care should be taken in 
applying them to other areas.  Figure II-2-8 indicates the expected variation with air-sea 
temperature difference (calculated with ACES).  Although air-sea temperature difference can 
affect light and moderate winds significantly, it has only a small impact (five percent or less) on 
high wind speeds typical of design.  If at all possible, it is advisable to use locally collected data to 
respecify the exact form of Figures II-2-7 and II-2-8 for a particular project.  One concern here 
would be the use of wind measurements from aboveground elevations that are markedly different 
from those used in the Resio and Vincent study (9.1 m or 30 ft). 
 
  (d)  Wind speed variation with fetch.  When winds pass over a discontinuity in roughness 
(e.g., a land-sea interface), an internal boundary layer is generated.  The height of such a boundary 
layer forms a slope in the neighborhood of 1:30 in the downwind direction from the roughness 
discontinuity.  This complication can make it difficult to use winds from certain locations at which 
winds from some directions fall within the marine boundary layer and winds from other directions 
fall within a land boundary layer.  In areas such as this, a land-to-sea transform (similar to that 
shown in Figures II-2-7 and II-2-8) can be used for all angles coming from the land.  Depending on 
the distance to the water and the elevation of the measurement site, winds coming from the direction 
of open water may or may not still be representative of a marine boundary layer.  Guidance for 
determining the effects of fetch on wind speed modifications can be found in Resio and Vincent 
(1977) and Smith (1983).  These studies indicate that fetch affects wind speeds significantly only 
within about 16 km (10 miles) of shore. 
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Figure II-2-6.  Ratio of wind speed at any height to the wind speed at the 10-m 
height as a function of measurement height for selected values of air-sea 

temperature difference and wind speed: (a) ΔT=+3 °C; (b) ΔT=0 °C; (c) ΔT=-3 
°C.  Plots generated with following conditions: duration of observed and final 

wind = 3 hrs; latitude = 30° N; fetch = 42 km; wind observation type: over 
water; fetch conditions: deep open water. 
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EXAMPLE PROBLEM II-2-3 

 
FIND: 
The estimated wind speed at a height of 10 m. 
 
GIVEN:  
The wind speed at a height of 25 m is 20 m/sec and the air-sea temperature difference is 
+3C. 
 
SOLUTION: 
From Figure II-2-6 (a), the ratio U/U10 is about 1.18 for a 20-m/sec wind at a height of 25 m.  
So the estimated wind speed at a 10-m height U10 is equal to U at 25 m (20 m/sec) divided by 
U/U10 (1.18), which gives U10 = 16.9 m/sec.

 

 

Figure II-2-7.  Ratio RL of windspeed over water UW to windspeed over land UL as a 
function of windspeed over land UL (Resio and Vincent 1977). 
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Figure II-2-8. Amplification RT ratio of Wc (wind speed accounting for 
effects of air-sea temperature difference) to Ww (wind speed over water 

without temperature effects). 
 
  (e)  Wind speed transition from land to water.  The net effect of wind speed variation with 
fetch is to provide a smooth transition from the (generally lower) wind speed over land to the 
(generally higher) wind speed over water.  Thus, wind speeds tend to increase with fetch over the 
first 10 miles or so after a transition from a land surface.  The exact magnitude and characteristics of 
this transition depend on the roughness characteristics of the terrain and vegetation and on the 
stability of the air flow.  A very simplistic approximation to this wind speed variation for the Resio 
and Vincent curves used here could be obtained by fitting a logarithmic curve to the asymptotic 
overland and overwater wind speed values.  However, for most design and engineering purposes, it 
is probably adequate to simply use the long-fetch values with the recognition that they are somewhat 
conservative.  The one situation that should cause some concern would be if overwater wind speed 
measurements are taken near the upwind end of a fetch.  These winds could be considerably lower 
than wind speeds at the end of the fetch and underconservative values for wave conditions could 
result from the use of such (uncorrected) winds in a predictive scheme. 
 
  (f)  Empirical relationship.  A rough empirical relationship between overwater wind speeds 
and land measurements is discussed in Part III-4-2-b.  This highly simplified relationship is based 
on several restrictive assumptions including land measurements over flat, open terrain near the 
coast; and wind direction is within 45 deg of shore-normal.  The approach may be helpful where 
wind measurements are available over both land and sea at a site, but the specific relationship of 
Equation III-4-12 is not recommended for general hydrodynamic applications. 
 
  (2)  Wind estimates based on information from pressure fields and weather maps.  A primary 
driving force of synoptic-scale winds above the boundary layer is produced by horizontal pressure 
gradients.  Figure II-2-9 is a simplified surface chart for the north Pacific Ocean.  The area labeled 
L in the left center of the chart and the area labeled H in the lower right corner of the chart are low- 
and high-pressure areas.  The pressures increase moving outward from L (isobars 972, 975, etc.)  
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Figure II-2-9.  Surface synoptic chart for 0030Z, 27 October 1950. 
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and decrease moving outward from H (isobars 1026, 1023, etc.).  Synoptic-scale winds at latitudes 
above about 20 deg tend to blow parallel to the isobars, with the magnitude of the wind speed being 
inversely proportional to the spacing between the isobars.  Scattered about the chart are small arrow 
shafts with a varying number of feathers.  The direction of a shaft shows the direction of the wind, 
with each one-half feather representing a unit of 5.0 kt (2.5 m/sec) in wind speed. 
 
  (a)  Figure II-2-10 shows a sequence of weather maps with isobars (lines of equal pressure) 
for the Halloween Storm of 1991.  An intense extratropical storm (extratropical cyclone) is 
located off the coast of Nova Scotia.  Other information available on this weather map besides 
observed wind speeds and directions includes air temperatures, cloud cover, precipitation, and 
many other parameters that may be of interest.  Figure II-2-11 provides a key to decode the 
information. 
 
  (b)  Historical pressure charts are available for many oceanic areas back to the end of the 
1800s.  This is a valuable source of wind information when the pressure fields and available wind 
observations can be used to create marine wind fields.  However, the approach for linking 
pressure fields to winds can be complex, as will be discussed in the following paragraphs. 
 
  (c)  Synoptic-scale winds in nonequatorial regions are usually close to a geostrophic 
balance, given that the isobars are nearly straight (i.e., the radius of curvature is large).  For this 
balance to be valid, the flow must be steady state or very nearly steady state.  Furthermore, 
frictional effects, advective effects, and horizontal and vertical mixing must all be negligible.  In 
this case, the Navier-Stokes equation for atmospheric motions reduces to the geostrophic balance 
equation given by: 
 

  =
1

g
a

dp
U

p f dn
 (II-2-10) 

 
where  
 

Ug = geostrophic wind speed (located at the top of the atmospheric boundary layer) 
dp/dn = gradient of atmospheric pressure orthogonal to the isobars. 

 
Wind direction at the geostrophic level is taken to be parallel to the local isobars.  Hence, purely 
geostrophic winds in a large storm would move around the center of circulation, without 
converging on or diverging from the center. 
 
  (d)  Figure II-2-12 may be used for simple estimates of geostrophic wind speed.  The 
distance between isobars on a chart is measured in degrees of latitude (an average spacing over a 
fetch is ordinarily used), and the latitude position of the fetch is determined.  Using the spacing as 
ordinate and location as abscissa, the plotted, or interpolated, slant line at the intersection of these 
two values gives the geostrophic wind speed.  For example, in Figure II-2-9, a chart with 3-mb 
isobar spacing, the average isobar spacing (measured normal to the isobars) over fetch F2 located 
at 37 deg N. latitude, is 0.70 deg latitude.  Scales on the bottom and left side of Figure II-2-12 are 
used to find a geostrophic wind of 34.5 m/sec (67 kt). 
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Figure II-2-10.  Surface synoptic weather charts for the Halloween storm of 1991.  
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Figure II-2-11.  Key to plotted weather report. 
 
 

EXAMPLE PROBLEM II-2-4 
 
FIND: 
The estimated overwater wind speed at a site over 10 miles from shore, given that the air-sea 
temperature difference is near zero (∆T0).  
 
GIVEN: 
A wind speed of 7.5 m/sec at an airport location well inland (at the airport standard of 30 ft 
above ground elevation). 
 
SOLUTION: 
From Figure II-2-7 the ratio of overwater wind to overland wind is about 1.25.  In the absence 
of information to calibrate a local relationship, multiply the 7.5-m/sec wind speed by 1.25 to 
obtain an estimated overwater wind speed of 9.4 m/sec.  It should be recognized that the 
90-percent confidence interval for this estimate is approximately 15 percent.  It may be 
desirable to include this factor of conservatism in some calculations.  However, at this short 
fetch, there is already conservatism due to the lack of consideration of wind speed variations 
with fetch. 
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Figure II-2-12.  Geostrophic (free air) wind scale (Bretschneider 1952). 
  
  (e)  If isobars exhibit significant curvature, centrifugal effects can become comparable or 
larger than Coriolis accelerations.  In this situation, a simple geostrophic balance must be 
replaced by the more general gradient balance.  The equation for this motion is: 
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where  
 

Ugr = gradient wind speed 
rc = radius of curvature of the isobars. 

 
Winds near the centers of small extratropical storms and most tropical storms can be significantly 
affected and even at times dominated by centrifugal effects, so the more general gradient wind 
approximation is usually preferred to the geostrophic approximation.  Gradient winds tend to 
form a small convergent angle (about 5.0 deg to 10 deg) relative to the isobars.   
 
  (f)  An additional complication results when the center of a storm is not stationary.  In this 
case, the steady-state approximation used in both the geostrophic and gradient approximations 
must be modified to include non-steady-state effects.  The additional wind component due to the 
changing pressure fields is termed the isallobaric wind.  In certain situations, the isallobaric wind 
can attain magnitudes nearly equal to those of geostrophic wind. 
 
  (g)  Due to the factors discussed above, winds at the geostrophic level can be quite 
complicated.  Therefore, it is recommended that these calculations should be performed with 
numerical computer codes rather than manual methods.   
 
  (h)  Once the wind vector is estimated at a level above the surface boundary layer, it is 
necessary to relate this wind estimate to wind conditions at the 10-m reference level.  In some past 
studies, a constant proportionality was assumed between the wind speeds aloft and the 10-m wind 
speeds.  Whereas this might suffice for a narrow range of wind speeds if the atmospheric boundary 
layer were near neutral and no horizontal temperature gradients existed, it is not a very accurate 
representation of the actual relationship between surface winds and winds aloft.  Use of a single 
constant of proportionality to convert wind speeds at the top of the boundary layer to 10-m wind 
speeds is not recommended.  
 
  (i)  Over land, the height of the atmospheric boundary layer is usually controlled by a 
low-level inversion layer.  This typically is not the case in marine areas where, in general, the 
height of boundary layer (in non-equatorial regions) is a function of the friction velocity at the 
surface and the Coriolis parameter, i.e.: 
 

 * 
U

h λ
f

=  (II-2-12) 

 
where 
 

 λ = dimensionless constant. 



EM 1110-2-1100 (Part II) 
Change 4 
30 Sep 15 
 

II-2-24 

  (j)  Researchers have shown that, within the boundary layer, the wind profile depends on 
latitude (via the Coriolis parameter), surface roughness, geostrophic/gradient wind velocity, and 
density gradients in the vertical (stability effects) and horizontal (baroclinic effects).  Over large 
water bodies, if the effects of wave development on surface roughness are neglected, the 
boundary-layer problem can be solved directly from specification of these factors.  Figure II-2-13 
shows the ratio of the wind at a 10-m level to the wind speed at the top of the boundary layer 
(denoted by the general term Ug here) as a function of wind speed at the top of the boundary layer, 
for selected values of air-sea temperature difference.  Figure II-2-14 shows the ratio of friction 
velocity at the water’s surface to the wind speed at the upper edge of the boundary layer as a function 
of these same parameters.  It might be noted from Figure II-2-14 that a simple approximation for U* 
in neutral stratification as a function of Ug is given by: 
 
 *  .  gU U»0 0275  (II-2-13) 

 
This approximation is accurate within 10 percent for the entire range of values shown in Figure 
II-2-14. 
 
  (k)  Measured wind directions are generally expressed in terms of azimuth angle from 
which winds come.  This convention is known as a meteorological coordinate system.  
Sometimes (particularly in relation to winds calculated from synoptic information), a 
mathematical vector coordinate or Cartesian coordinate system is used (Figure II-2-15).  
Conversion from the vector Cartesian to meteorological convention is accomplished by: 
 
 metθ θ= -270  (II-2-14) 

 
where 
 

 θ met= direction in standard meteorological terms  
 θ vec = direction in a Cartesian coordinate system with the zero angle wind blowing 

toward the east. 
 
  (l)  Wind estimates based on kinematic analyses of wind fields.  In several careful studies, 
it has been shown that one method of obtaining very accurate wind fields is through the application 
of “kinematic analysis” (Cardone 1992).  In this technique, a trained meteorological analyst uses 
available information from weather charts and other sources to construct detailed pressure fields 
and frontal positions.  Using concepts of continuity along with this information, the analyst then 
constructs streamlines and isotachs over the entire analysis region.  Unfortunately, this procedure 
is very labor-intensive; consequently, most analysts combine kinematic analyses of small 
subregions within their region with numerical estimates over the entire region.  This method is 
sometimes referred to as a man-machine mix. 
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  g.  Meteorological systems and characteristic waves.   
 
  (1)  Many engineers and scientists working in marine areas do not have a firm 
understanding of wave conditions expected from different wind systems.  Such an understanding 
is helpful not only for improving confidence in design conditions, but also for establishing 
guidelines for day-to-day operations.  Two problems that can arise directly from this lack of 
experience are 1) specification of design conditions with a major meteorological component 
missing, and 2) underestimation of the wave generation potential of particular situations.   
 

 

Figure II-2-13.  Ratio of wind speed at a 10-m level to wind speed at the 
top of the boundary layer as a function of wind speed at the top of the 
boundary layer, for selected values of air-sea temperature difference. 

 

 

Figure II-2-14.  Ratio of U*/Ug as a function of Ug for selected values of 
air-sea temperature difference.   
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Figure II-2-15.  Common wind direction conventions. 
 
  (2)  An example of the former situation might be the neglect of extratropical waves in an 
area believed to be dominated by tropical storms.  For example, in the southern part of the Bay of 
Campeche along the coast of Mexico, one might expect that hurricanes dominate the extreme wave 
climate.  However, outbursts of cold air termed “northers” actually contribute to and even control 
some of the extreme wave climate in this region.  An example of the second situation can be 
found in decisions to operate a boat or ship in a region where storm waves can endanger life and 
property.  
 
  (3)  Table II-2-2 assists users of this manual in understanding such problems.  Potentially 
threatening wind and wave conditions from various scales of the meteorological system are 
categorized. 
 
  h.  Winds in hurricanes.   
 
  (1)  In tropical and in some subtropical areas, organized cloud clusters form in response to 
perturbations in the regional flow.  If a cloud cluster forms in an area sufficiently removed from the 
Equator, then Coriolis accelerations are not negligible and an organized, closed circulation can form.  
A tropical system with a developed circulation but with wind speeds less than 17.4 m/sec (39 mph) is 
termed a tropical depression.  Given that conditions are favorable for continued development 
(basically warm surface waters, little or no wind shear, and a high pressure area aloft), this 
circulation can intensify to the point where sustained wind speeds exceed 17.4 m/sec, at which time 
it is termed a tropical storm.  If development continues to the point where the maximum sustained 
wind speed equals or exceeds 33.5 m/sec (75 mph), the storm is termed a hurricane.  If such a storm 
forms west of the International Date Line, it is called a typhoon.  In this section, the generic term 
hurricane includes hurricanes and typhoons, since the primary distinction between them is their 
point of origin.  Tropical storms will also follow some of the wind models given in this section; but 
since these storms are weaker, they tend to be more poorly organized.  
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EXAMPLE PROBLEM II-2-5 
 
FIND: 
The 10-m wind speed, the wind direction, 
and the coefficient of drag. 
 
GIVEN: 
A pressure gradient of 5 mb in 100 km, an 
air-sea temperature difference of -5o C 
(i.e., the water is warmer than the air, as is 
typical in autumn months), the latitude of 
the location of interest (equal to 45o N), 
and the geographic orientation of the 
isobars. 

 
SOLUTION: 
 
Option 1 - From Equation II-2-10, wind 
speed is calculated (in cgs units) as 
 
Ug = 1/(1.2×10-3 × 1.03×10-4) × (dp/dn) (a) 
 = 1/1.236×10-7 × (5 × 1000 )/ 

(100 × 100,000) (b) 
 = 4045 cm/s (c) 
 = 40.45 m/s 
 
The 1.2x10-3 factor in step (a) is air density in g/cm3. 
 
The underlined 1000 factor in step (b) converts mb to dynes/cm2.  The 100,000 factor in step (b) 
converts km to cm.  From Ug and ΔT and Figure II-2-13 
 
U10/Ug = 0.68     and     U10 = Ug × U10/Ug = 40.45 × 0.68 = 27.5 m/s 
 
From Figure II-2-5 
 
CD = 0.0024 
 
Wind Direction: Parallel to isobars, counterclockwise circulation around low, therefore the 
direction is west 
 
Option 2 - Use Figure II-2-12, though it requires pressure gradient information in a different form 
than given in this example. 

 

The above sketch shows idealized 
atmospheric pressure distribution over a 400 
× 500 km domain.  Over the domain, 
barometric pressure is spatially constant 
east-west but increases south to north. 
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Table II-2-2.  Local Seas Generated by Various Meteorological Phenomena 
 

Type of Wind System Wave Characteristics Characteristic Height and Period 

Individual thunderstorm Very steep waves H 0.5 – 1.5 m 
T 1.5 – 3.0 sec 

No significant horizontal rotation Waves can become relatively large if storm speed and 
group velocity of spectral peak are nearly equal. 

 

Size, 1-10 km Can be a threat to some operations in open-ocean, 
coastal, and inland waters. 

 

Supercell thunderstorms  Very steep waves.  H 2 - 3 m 
T 3 - 6 sec  

Begins to exhibit some rotation. Waves can become relatively large if storm speed and 
group velocity of spectral peak are nearly equal. 

 

Size, 5-20 km Can pose a serious threat to some operations in 
open-ocean, coastal, and inland waters. 

 

Sea breeze  Waves of intermediate steepness. H 0.5 - 1.5 m 

T 3 - 5 sec 

Thermally driven near-coast winds. Can modify local wave conditions when superposed 
on synoptic systems. 

 

Size, 10-100 km Can affect some coastal operations.  

Coastal fronts Can modify local wave conditions near coasts. H 0.5 - 1.0 m 

T 3 - 4 sec 

Results from juxtaposition of cold air and warm 
water. 

Minimal effects on wave conditions due to 
orientation of winds and fetches. 

 

Size, 10 km across and 100 km long   

Lee waves Generates waves that can deviate significantly in 
direction from synoptic conditions. 

H 0.5 - 1.5 m 

T 2 - 5 sec 

“Spin-off” eddies due to interactions between 
synoptic winds and coastal topography. 

Can affect coastal wave climates.  

Size, 10's of km   

Frontal squall lines Can create severe hazards to coastal and offshore 
operations. 

H 1 - 5 m  

T 4 - 7 sec 

Organized lines of thunderstorms moving within 
a frontal area. 

Can generate extreme wave conditions for inland 
waters. 

 

Size, 100's of km long and 10 km across Waves can become quite large if frontal area becomes 
stationary or if rate of frontal movement matches 
wave velocity of spectral peak. 

Can create significant addition to existing synoptic 
scale waves. 

 

Mesoscale Convective Complex (MCC) Important in interior regions of U.S. H fetch-limited  
T fetch-limited 

Large, almost circular system of thunderstorms 
with rotation around a central point (2-3 form in 
the U.S. per year). 

Can generate extreme waves for short-fetch and 
intermediate-fetch inland areas. 

U ≈ 20 m/s 

Size, 100-400 km in diameter   

Tropical depression 
Squall lines superposed on background winds can 
produce confused, steep waves. 

H 1 - 4 m 
T 4 - 8 sec Weakly circulating tropical system with winds 

under 45 mph. 
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Table II-2-2.  (Continued) 
 

Type of Wind System Wave Characteristics Characteristic Height and Period 

Tropical storm Very steep seas. H 5 - 8 m 
T 5 - 9 sec 

Circulating tropical system with winds over 45 
mph and less than 75 mph. 

Highest waves in squall lines.  

Hurricane 

 

Intense circulating storm of tropical origin with 
wind speeds over 75 mph. 

Shape is usually roughly circular. 

Can produce large wave heights. 

Directions near storm center are very short-crested 
and confused. 

Highest waves are typically found in the right rear 
quadrant of a storm. 

Wave conditions are primarily affected by storm 
intensity, size, and forward speed, and in weaker 
storms by interactions with other synoptic scale and 
large-scale features. 

Saffir Simpson 
Hurricane Scale 

SS H(m) T(sec) 

1 4-8 7-11 

2 6-10 9-12 

3 8-12 11-13 

4 10-14 12-15 

5 12-17 13-17 

(see Table IV-1-4) 

Extratropical cyclones 

 

Low pressure system formed outside of 
tropics. 

Shapes are variable for weak and moderate 
strength storms, with intense storms tending to 
be elliptical or circular. 

Extreme waves in most open-ocean areas north of 
35° are produced by these systems. 

Weak: 
H 3-5m T 5-10 sec 

Moderate: 
H 5-8m T 9-13 sec 

Intense: 
H 8-12m T 12-17sec 

Extreme: 
H 13-18m T 15-20sec 

Large waves tend to lie in region of storm with winds 
parallel to direction of storm movement. 

Predominant source of swell for most U.S. east coast 
and west coast areas. 

Migratory highs 

 

Slowly moving high-pressure systems. 

Produce moderate storm conditions along U.S. east 
coast south of 30° latitude when pressure gradients 
become steep. 

H 1 - 4 m 
T 4 - 10 sec 

Stationary highs Produce low swell-like waves due to long fetches. H 1 - 3 m 
T 5 - 10 sec 

Permanent systems located in subtropical 
ocean areas. 

Can interact with synoptic-scale and large-scale 
weather systems to produce moderately intense wave 
generation. 

 

Southern portions constitute the trade winds. Very persistent wave regime.  

Monsoonal winds Episodic wave generation can generate large wave 
conditions. 

H 4 - 7 m 
T 6 - 11 sec 

Biannual outbursts of air from continental land 
masses. 

Very important in the Indian Ocean, part of the Gulf 
of Mexico, and some U.S. east coast areas. 

 

Long-wave generation Long waves can be generated by moving 
pressure/wind anomalies (such as can be associated 
with fronts and squall lines) and can resonate with 
long waves if the speed of frontal or squall line 
motion is approximately ඥ݃݀. 

 

Examples of this phenomenon have been linked to 
inundations of piers and beach areas in Lake 
Michigan and Daytona Beach in recent years. 

Gap winds These winds may be extremely important in 
generating waves in many U.S. west coast areas not 
exposed to open-ocean waves. 

U ≈40 m/s 

Wind acceleration due to local topographic 
funneling. 
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  (2)  Although it might be theoretically feasible to model a hurricane with a primitive equation 
approach (i.e., to solve the coupled dynamic and thermodynamic equations directly), information to 
drive such a model is generally lacking, and the roles of all of the interacting elements within a 
hurricane are not well-known.  Consequently, practical hurricane wind models for most 
applications are driven by a set of parameters that characterize the size, shape, rate of movement, and 
intensity of the storm, along with some parametric representation of the large-scale flow in which the 
hurricane is imbedded.  Myers (1954); Collins and Viehmann (1971); Schwerdt et al. (1979); 
Holland (1980); and Bretschneider (1990) all describe and justify various parametric approaches to 
wind-field specification in tropical storms.  Cardone et al. (1992) use a modified form of Chow’s 
(1971) moving vortex model to specify winds with a gridded numerical model.  However, since this 
numerical solution is driven only by a small set of parameters and assumes steady-state conditions, it 
produces results similar to those of parametric models (Cooper 1988).  Cardone et al. (1994) and 
Thompson and Cardone (1996) describe a more general model version that can approximate 
irregularities in the radial wind profile such as the double maxima observed in some hurricanes.  
 
  (3)  All of the above models have been shown to work relatively well in applications; 
however, the Holland (1980) model appears to provide a better fit to observed wind fields in early 
stages of rapidly developing storms and appears to work as well as other models in mature storms.  
Consequently, this model will be described in some detail here.  In presently available hurricane 
models, wind fields are assumed to have no memory and thus can be determined by only a small 
set of parameters at a given instant.  
 
  (4)  In the Holland model, hurricane pressure profiles are normalized via the relationship: 
 

   c
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-
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 (II-2-15) 

 
where 
 

 p = pressure at radius r 
 r = arbitrary radius 
 pc = central pressure in the storm 
 pn = ambient pressure at the periphery of the storm. 

 
  (5)  Holland showed that the family of β-curves for a number of storms resembled a family 
of rectangular hyperbolas and could be represented as: 
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or 
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 exp ( )
B

A
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where 
 

 A = scaling parameter with units of length 
 B = dimensionless parameter that controls the peakedness of the wind speed 

distribution. 
 
 (6)  This leads to a representation for the pressure profile as: 
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which then leads to a gradient wind approximation of the form:  
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where 
 

 Ugr = gradient approximation to the wind speed. 
 
 (7)  In the intense portion of the storm, Equation II-2-18 reduces to a cyclostrophic 
approximation given by: 
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where 
 

 Uc = cyclostrophic approximation to the wind speed 
 

which yields explicit forms for the radius to maximum winds as: 
 

 B
maxR A=

1

 (II-2-20) 
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where 

 ܴ௠௔௫ = distance from the center of the storm circulation to the location of maximum 
wind speed 

 
 (8)  The maximum wind speed can then be approximated as: 
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where 

 Umax = maximum velocity in the storm 
 e = base of natural logarithms, 2.718. 
 

  (9)  Rosendal and Shaw (1982) showed that pressure profiles and wind estimates from the 
Holland model appeared to fit observed typhoon characteristics in the central North Pacific.  If B 
is equal to one (1) in this model, the pressure profile and wind characteristics become similar to 
results of Myers (1954); Collins and Viehmann (1971); Schwerdt et al. (1979); and Cardone et al. 
(1992).  In the case of the Cardone et al. model, this similarity would exist only for the case of a 
storm with no significant background pressure gradient. 
 
  (10)  Holland argues that (B=1) is actually the lower limit for B and that, in most storms, the 
value is likely to be more in the range of 1.5 to 2.5.  As shown in Figure II-2-16, this argument is 
supported by the data from Atkinson and Holliday (1977) and Dvorak (1975), taken from studies of 
Pacific typhoons.  The effect of a higher value of B is to produce a more peaked wind distribution in 
the Holland model than exists in models with B set to a value of (1).  According to Holland (1980), 
use of a wind field model with (B=1) will underestimate winds in many tropical storms.  In 
applications, the choices of A and B can either be based on the best two-parameter fit to observed 
pressure profiles or on the combination of an Rmax value with the data shown in Figure II-2-16.  It is 
worth noting here that the Holland model is similar to several other parametric models, except that it 
uses two parameters rather than one in describing the shape of the wind profile.  This second 
parameter allows the Holland model to represent a range of peakedness rather than only a single 
peakedness in applications. 
 
  (11)  As a final element in application of the Holland wind model, it is necessary to consider 
the effects of storm movement on the surface wind field.  Since a hurricane moves most of its mass 
along with it (unlike an extratropical storm), this step is a necessary adjustment to the storm wind 
field and can create a marked asymmetry in the storm wind field, particularly for the case of weak or 
moderate storms.  Hughes’ (1952) composite wind fields from moving hurricanes indicated that the 
highest wind speeds occurred in the right rear quadrant of the storm.  This supports the 
interpretation that the total wind in a hurricane can be obtained by adding a wind vector for storm 
motion to the estimated winds for a stationary storm.  On the other hand, Chow’s (1971) numerical 
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results suggest that winds in the front right and front left quadrants are more likely to contain the 
maximum wind speeds in a moving hurricane.  These contradictory results have made it difficult to 
treat the effects of storm movement of surface wind fields in a completely satisfactory fashion.  
Various researchers have either ignored the problem or suggested that, at least in simple parametric 
models, the effects of storm movement can be adequately approximated by adding a constant vector 
representative of the forward storm motion to the estimated wind for a stationary storm.  In light of 
the overall lack of definitive information on this topic, the latter approach is considered sufficient. 
 

 

Figure II-2-16.  Climatological variation in Holland’s “B” factor 
(Holland 1980). 

 
  (12)  At this point, it should be stressed that Equations II-2-18, 19, and 21 and superposition of 
the storm motion vector are only applicable to winds above the surface boundary layer.  To convert 
these winds to winds at a 10-m reference level, it is necessary to apply a model of the type described in 
Part II-2-1-c-(3)(b).  As shown in that section, it is not advisable to use a constant ratio between winds 
at the top of the boundary layer and winds at a 10-m level.  If a complete wind field is required for a 
particular application, the use of a planetary-boundary-layer (PBL) model combined with either a 
moving vortex formulation or a numerical version of a parametric model is recommended.   
 
  (13)  To provide some guidance regarding maximum sustained wind speeds at a 10-m 
reference level, Figure II-2-17 shows representative curves of maximum sustained wind speed 
versus central pressure for selected values of forward storm movement.  It should be noted that 
maximum winds at the top of the boundary layer are relatively independent of latitude, since the 
wind balance equation is dominated by the cyclostrophic term; however, there is a weak 
dependence on latitude through the boundary-layer scaling, which is latitude-dependent.  This 
dependence and dependence of the maximum wind speed on the radius to maximum wind were 
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both found to be rather small; consequently, only fixed values of latitude and Rmax have been 
treated here.  From the methods used in deriving these estimates, winds given here can be 
regarded as typical values for about a 15- to 30-min averaging period.  Thus, winds from this 
model are appropriate for use in wave models and surge models, but must be transformed to 
shorter averaging times for most structural applications.  
 
  (14)  Values for wind speeds in Figure II-2-17 may appear low to people who recall reports 
of maximum wind speeds for many hurricanes in the range of 130-160 mph (about 58-72 m/sec).  
First, it should be recognized that very few good measurements of hurricane wind speed exist 
today.  Where such measurements exist, they give support to the values presented in Figure 
II-2-17.  Second, the values reported as sustained wind speeds often come from airplane 
measurements, so they tend to be considerably higher than corresponding values at 10 m.  Third, 
winds at airports and other land stations often use only a 1-min averaging time in their wind speed 
measurements.  These winds are subsequently reported as sustained wind speeds.  An idea of the 
magnitude that some of these effects can have on wind estimates may be gained via the following 
example.  The central pressure of Hurricane Camille, as it moved onshore at a speed of about 6.0 
m/sec in 1969, was about 912 mb.  From Figure II-2-17, the 15- to 30-min average wind speed is 
estimated to be 52.5 m/sec.  Converting this to a 1-min wind speed in miles per hour yields 
approximately 150 mph, which is in very reasonable agreement with the measured and estimated 
winds in this storm.  It is important to recognize though that these higher wind speeds are not 
appropriate for applications in surge and wave models.  
 

 

Figure II-2-17.  Relationship of estimated maximum wind speed in a hurricane at 
10-m elevation as a function of central pressure and forward speed of storm (based 

on latitude of 30 deg, Rmax=30 km, 15- to 30-min averaging period). 
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Figure II-2-18.  Definition of four radial angles 
relative to direction of storm movement. 

 
  (15)  Figures II-2-18 and II-2-19 are examples of the output from the hurricane model 
presented here.  Figure II-2-18 shows the four radials.  Figure II-2-19 shows wind speed along 
Radials 1 and 3, as a function of dimensionless distance along the radial (r/Rmax) for a central 
pressure pc of 930 mb and forward speeds of 2.5 m/sec, 5.0 m/sec, and 7.5 m/sec.  The inflow 
angle along these radii (not shown) can be quite variable.  The behavior of this angle is a function 
of several factors and is still the subject of some debate. 
 
  i.  Step-by-step procedure for simplified estimate of winds for wave prediction. 

  (1)  Introduction.  This section presents simplified, step-by-step methods for estimating 
winds to be used in wave prediction.  The methods include the key assumption that wind fields are 
well-organized and can be adequately represented as an average wind speed and direction over the 
entire fetch.  Most engineers can use such convenient computer-based wind estimation tools as 
ACES, and such tools should be used in preference to the corresponding methods in this section.  
The simplified methods provide an approximation to the processes described earlier in this 
chapter.  The methods embody graphs presented earlier, some of which were generated with 
ACES.  The simplified methods are particularly useful when quick, low-cost estimates are 
needed.  They are reasonably accurate for simple situations where local effects are small.  
 
  (2)  Wind measurements.  Winds can be estimated using direct measurements or synoptic 
weather charts.  For preliminary design, extreme winds derived from regional records may also be 
useful (Part II-9-6).  Actual wind records from the site of interest are preferred so that local effects 
such as orographic influences and sea breeze are included.  If wind measurements at the site are 
not available and cannot be collected, measurements at a nearby location or synoptic weather 
charts may be helpful.  Wind speeds must be adjusted properly to avoid introducing bias into 
wave predictions.  
 
  (3)  Procedure for adjusting observed winds.  When ACES is unavailable, the following 
procedure can be used to adjust observed winds with some known level, location (over water or 
land), and averaging time.  A logic diagram (Figure II-2-20) outlines the steps in adjusting wind 
speeds for application in wave growth models.   
 

Direction of storm 
motion 
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Figure II-2-19.  Horizontal distribution of wind speed along Radial 1 for a 
storm with forward velocity VF of (a) 2.5 m/sec; (b) 5 m/sec; (c) 7.5 m/sec. 
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  (a)  Level.  If the wind speed is observed at any level other than 10 m, it should be adjusted 
to 10 m using Figure II-2-6 (see Example Problem II-2-3).   
 
  (b)  Duration.  If extreme winds are being considered, wind speed should be adjusted from 
the averaging time of the observation (fastest mile, 5-min average, 10-min average, etc.) to an 
averaging time appropriate for wave prediction using Figure II-2-1 (see Example Problem II-2-1).  
Typically, several different averaging times should be considered for wave prediction to ensure that 
the maximum wave growth scenario has been identified.  When the fetch is limited, Figure II-2-3 
can be used to estimate the maximum averaging time to be considered.  When the observed wind is 
given in terms of the fastest mile, Figure II-2-2 can be used to convert to an equivalent averaging 
time. 
 
  (c)  Overland or overwater.  When the observation was collected overwater (within the 
marine boundary layer), this adjustment is not needed.  When the observation was collected 
overland and the fetch is long enough for full development of a marine boundary layer (longer than 
about 16 km or 10 miles), the observed wind speed should be adjusted to an overwater wind speed 
using Figure II-2-7 (see Example Problem II-2-4).  Otherwise (for overland winds and fetches 
less than 16 km), wave growth occurs in a transitional atmospheric boundary layer, which has not 
fully adjusted to the overwater regime.  In this case, wind speeds observed overland must be 
increased to better represent overwater wind speeds.  A factor of 1.2 is suggested here, but no 
simple method can represent this complex case accurately.  In relation to all of these adjustments, 
the term overland implies a measurement site that is predominantly characterized as inland.  If a 
measurement site is directly adjacent to the water body, it may, for some wind directions, be 
equivalent to overwater.  
 
 

EXAMPLE PROBLEM II-2-6 
 
FIND: 
 The expected maximum sustained wind speed for this storm for surge and/or wave 
prediction and the maximum 1-min wind speed. 
 
GIVEN: 
 A hurricane located at a latitude of 28° with a central pressure of 935 mb and a forward 
velocity of 10 m/sec. 
 
SOLUTION: 
 Using Figure II-2-17, the maximum wind speed in a moving storm with the parameters 
given here is approximately 47.3 m/sec for a 15- to 30-min average at the 10-m level. From 
Figure II-2-1, the ratio of a 30-min wind (chosen here to give a conservative approximation) to 
a 1-min wind is approximately 1.23. Multiplying this factor times 47.3 yields a 1-min wind 
speed of 58.2 m/sec (130 mph). 
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Figure II-2-20.  Logic diagram for determining wind speed for use in 
wave hindcasting and forecasting models. 

 
  (d)  Stability.  For fetches longer than 16 km, an adjustment for stability of the boundary 
layer may also be needed.  If the air-sea temperature difference is known, Figure II-2-8 can be 
used to make the adjustment.  When only general knowledge of the condition of the atmospheric 
boundary layer is available, it should be categorized as stable, neutral, or unstable according to the 
following:  
 

 Stable - when the air is warmer than the water, the water cools air just above it and 
decreases mixing in the air column (RT = 0.9).   
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 Neutral - when the air and water have the same temperature, the water temperature does 
not affect mixing in the air column (RT = 1.0).   
 

 Unstable - when the air is colder than the water, the water warms the air, causing air near 
the water surface to rise, increasing mixing in the air column (RT = 1.1).   

 
When the boundary layer condition is unknown, an unstable condition, RT = 1.1, should be 
assumed.   
 
  (4)  Procedure for adjusting winds from synoptic weather charts.  As discussed earlier, 
synoptic weather charts are maps depicting isobars at sea level.  The free air, or geostrophic, wind 
speed is estimated from these sea level pressure charts.  Adjustments or corrections are then made 
to the geostrophic wind speed.  Pressure chart estimations should be used only for large areas, and 
the estimated values should be compared with observations, if possible, to verify their accuracy.  
 
  (a)  Geostrophic wind speed.  To estimate geostrophic wind speed, Equation II-2-10 or 
Figure II-2-12 should be used (see Example Problem II-2-5).  
 
  (b)  Level and stability.  Wind speed at the 10-m level should be estimated from the 
geostrophic wind speed using Figure II-2-13.  The resulting speed should then be adjusted for 
stability effects as needed using Figure II-2-8.  
 
  (c)  Duration.  Wind duration estimates are also needed.  Since synoptic weather charts are 
prepared only at 6-hr intervals, it may be necessary to use interpolation to determine duration.  
Linear interpolation is adequate for most cases.  Interpolation should not be used if short-duration 
phenomena, such as frontal passages or thunderstorms, are present.   
 
  (5)  Procedure for estimating fetch.  Fetch is defined as a region in which the wind speed 
and direction are reasonably constant.  Fetch should be defined so that wind direction variations 
do not exceed 15 deg and wind speed variations do not exceed 2.5 m/sec (5.0 knots) from the 
mean.  A coastline upwind from the point of interest always limits the fetch.  An upwind limit to 
the fetch may also be provided by curvature, or spreading, of the isobars or by a definite shift in 
wind direction.  Frequently the discontinuity at a weather front will limit fetch. 
 
2-2.  Wave Hindcasting and Forecasting. 
 
  a.  Introduction.   
 
  (1)  The theory of wave generation has had a long and rich history.  Beginning with some 
classic works of Kelvin (1887) and Helmholtz (1888), many scientists, engineers, and 
mathematicians have addressed various forms of water wave motions and interactions with the 
wind.  In the early 1900s, the work of Jeffreys (1924, 1925) hypothesized that waves created a 
“sheltering effect” and hence created a positive feedback mechanism for transfer of momentum 
into the wave field from the wind.  However, it was not until World War II that organized wave 
predictions began in earnest.  During the 1940s, large bodies of wave observations were collated 
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and the bases for empirical wave predictions were formulated.  Sverdrup and Munk (1947, 1950) 
presented the first documented relationships among various wave-generation parameters and 
resulting wave conditions.  Bretschneider (1952) revised these relationships based on additional 
evidence; methods derived from these exemplary pioneer works are still in active use today.   
 
  (2)  The basic tenet of the empirical prediction method is that interrelationships among 
dimensionless wave parameters will be governed by universal laws.  Perhaps the most 
fundamental of these laws is the fetch-growth law.  Given a constant wind speed and direction 
over a fixed fetch, it is expected that waves will reach a stationary fetch-limited state of 
development.  In this situation, wave heights will remain constant (in a statistical sense) through 
time but will vary along the fetch.  If dimensionless wave height is taken as: 
 

 
*

ˆ = 2

gH
H

u
 (II-2-22) 

 
where 

 H = characteristic wave height, originally taken as the significant wave height but 
more recently taken as the energy-based wave height Hm0 

 u* = friction velocity  
 

and dimensionless fetch is defined as: 
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X
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 (II-2-23) 

where 

 X = straight line distance over which the wind blows 
 

then idealized, fetch-limited wave heights are expected to follow a relationship of the form: 
 

 ˆ ˆ = 1
1

mH λ X  (II-2-24) 

 
where 

 λ1 = dimensionless coefficient 
 m1 = dimensionless exponent 
 

  (3)  If dimensionless wave frequency (defined simply as one over the spectral peak wave 
period) is defined as: 
 

 *ˆ  = p
p

u f
f

g
 (II-2-25) 

 
where 
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 fp = frequency of the spectral peak 
 

then a stationary wave field also implies a fixed relationship between wave frequency and fetch of 
the form 

 

 ˆˆ ˆ = 2
2

m
p λ Xf  (II-2-26) 

 
where 
 

 λ2 and m2 are more empirical coefficients. 
 

  (4)  Since u* scales the effective rate of momentum transfer from the atmosphere into the 
waves, all empirical coefficients in these wave generation laws are expected to be universal values.  
Unfortunately, there is still some ambiguity in these values; however, in lieu of any demonstrated 
improvements over values from the Shore Protection Manual (1984), those values for 
fetch-limited wave growth will be adopted here. 
 
  (5)  From basic conservation laws and the dispersion relationship, it is anticipated that any 
law governing the rate of growth of waves along a fetch will also form a unique constraint on the 
rate of growth of waves through time.  If we define dimensionless time as: 

 
*

ˆ =
g t

t
u

 (II-2-27) 

 
where 

 t = time 
 

additional relationships governing the duration-growth of waves will be 
 

 ˆ ˆ = 3
3

mλ tH  (II-2-28) 

 
and 
 ˆ  ˆ= 4

4
m

pf λ t  (II-2-29) 

 
where 

 λ4 and m4 are more “universal” coefficients to be determined empirically. 
 

  (6)  The form of Equations II-2-26 and II-2-27 imply that waves will continue to grow as 
long as fetch and time continue to increase.  This concept was observed to be incorrect in the early 
compendiums of data (Sverdrup and Munk 1947; Bretschneider 1952), which suggested that a 
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“fully developed” wave height would evolve under the action of the wind.  Available data 
indicated that this fully developed wave height could be represented as: 
 

  
λ u

H
g¥ =
2

5  (II-2-30) 

 

where 
 
 ஶ = fully developed wave heightܪ 
 λ5 = dimensionless coefficient (approximately equal to 0.27) 
 u = wind speed 
 

Wave heights defined by Equation II-2-30 are usually taken as representing an upper limit to wave 
growth for any wind speed. 
 
  (7)  In the 1950s, researchers began to recognize that the wave generation process was best 
described as a spectral phenomenon (e.g., Pierson et al. 1955).  Theoreticians then began to 
reexamine their ideas on the wave-generation process, with regard to how a turbulent wind field 
could interact with a random sea surface.  Following along these lines, Phillips (1958) and Miles 
(1957) advanced two theories that formed the cornerstone of the understanding of wave generation 
physics for many years.  Phillips’ concept involved the resonant interactions of turbulent pressure 
fluctuations with waves propagating at the same speed.  Miles’ concept centered on the mean flux 
of momentum from a “matched layer” above the wave field into waves travelling at the same 
speed.  Phillips’ theory predicted linear wave growth and was believed to control the early stages 
of wave growth.  Miles’ theory predicted an exponential growth and was believed to control the 
major portion of wave growth observed in nature.  Direct measurements of the Phillips’ 
resonance mechanism indicated that the measured turbulent fluctuations were too small by about 
an order of magnitude to explain the observed early growth in waves; however, it was still adopted 
as a plausible concept.  Subsequent field efforts by Snyder and Cox (1966) and Snyder et al. 
(1981) have supported at least the functional form of Miles’ theory for the transfer of energy into 
the wave field from winds.  
 
  (8)  From basic concepts of energy conservation and the fact that waves do attain limiting 
fully developed wave heights, it is obvious that wave generation physics cannot consist of only 
wind source terms.  There must be some physical mechanism or mechanisms that lead to a 
balance of wave growth and dissipation for the case of fully developed conditions.  Phillips 
(1958) postulated that one such mechanism in waves would be wave breaking.  Based on 
dimensional considerations and the knowledge that wave breaking has a very strong local effect on 
waves, Phillips argued that energy densities within a spectrum would always have a universal 
limiting value given by: 
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where E(f) is the spectral energy density in units of length squared per hertz and α was understood 
to be a universal (dimensionless) constant approximately equal to 0.0081.  It should be noted here 
that energy densities in this equation are proportional to f-5 (as can be deduced from dimensional 
arguments) and that they are independent of wind speed.  Phillips hypothesized that local wave 
breaking would be so strong that wind effects could not affect this universal level.  In this context, 
a saturated region of spectral energy densities is assumed to exist in some region from near the 
spectral peak to frequencies sufficiently high that viscous effects would begin to be significant.  
This region of saturated energy densities is termed the equilibrium range of the spectrum.   
 
  (9)  Kitaigorodskii (1962) extended the similarity arguments of Phillips to distinct regions 
throughout the entire spectrum where different mechanisms might be of dominant importance.  
Pierson and Moskowitz (1964) followed the dimensional arguments of Phillips and supplemented 
these arguments, with relationships derived from measurements at sea.  They extended the form 
of Phillips spectrum to the classical Pierson-Moskowitz spectrum: 
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where  

 fu = limiting frequency for a fully developed wave spectrum (assumed to be a 
function only of wind speed). 

 
  (10)  Based on these concepts of spectral wave growth due to wind inputs via Miles-Phillips 
mechanisms and a universal limiting form for spectral densities, first-generation (1-G) wave models 
in the United States were born (Inoue 1967; Bunting 1970).  It should be pointed out here that the 
first model of this type was actually developed in France (Gelci et al. 1957); however, that model did 
not incorporate the limiting Pierson-Moskowitz spectral form, as did models in the United States.  
In these models, it was recognized that waves in nature are not only made up of an infinite 
(continuous) sum of infinitesimal wave components at different frequencies but that each frequency 
component is made up of an infinite (continuous) sum of wave components travelling in different 
directions.  Thus, when waves travel outward from a storm, a single “wave train” moving in one 
direction does not emerge.  Instead, directional wave spectra spread out in different directions and 
disperse due to differing group velocities associated with different frequencies.  This behavior 
cannot be modeled properly in parametric (significant wave height) models and understanding of 
this behavior formed the basic motivation to model all wave components in a spectrum individually.  
The term discrete-spectral model has since been employed to describe models that include 
calculations of each separate (frequency-direction) wave component.  The equation governing the 
energy balance in such models is sometimes termed the radiative transfer equation and can be 
written as: 
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where  

 E(f,θ ,x,y,t) = spectral energy density as a function of frequency (f), propagation 
direction (θ), two horizontal spatial coordinates (x and y) and time (t)  

 S(f,θ ,x,y,t)k = the kth source term, which exists in the same five dimensions as the 
energy density. 

 
The first term on the right side of this equation represents the effects of wave propagation on the 
wave field.  The second term represents the effects of all processes that add energy to or remove 
energy from a particular frequency and direction component at a fixed point at a given time.   

 
  (11)  In the late 1960s evidence of spectral behavior began to emerge which suggested that 
the equilibrium range in wave spectra did not have a universal value for α.  Instead, it was 
observed that α varied as a function of nondimensional fetch (Mitsuyasu 1968).  This presented a 
problem to the “first-generation” interpretation of wave generation physics, since it implied that 
energies within the equilibrium range are not controlled by wave breaking.  Fortunately, a 
theoretical foundation already existed to help explain this discrepancy.  This foundation had been 
established in 1961 in an exceptional theoretical formulation by Klaus Hasselmann in Germany.  
In this formulation, Hasselmann, using relatively minimal assumptions, showed that waves in 
nature should interact with each other in such a way as to spread energy throughout a spectrum.  
This theory of wave-wave interactions predicted that energy near the spectral peak region should 
be spread to regions on either side of the spectral peak.  

 
  (12)  Hasselmann et al. (1973) collected an extensive data set in the Joint North Sea Wave 
Project (JONSWAP).  Careful analysis of these data confirmed the earlier findings of Mitsuyasu 
and revealed a clear relationship between Phillips’ α and nondimensional fetch (Figure II-2-21).  
This finding and certain other spectral phenomena, such as the tendency of wave spectra to be 
more peaked than the Pierson-Moskowitz spectrum during active generation, could not be 
explained in terms of “first-generation” concepts; however, they could be explained in terms of a 
nonlinear interaction among wave components.  This pointed out the necessity of incorporating 
wave-wave interactions into wave prediction models, and led to the development of 
second-generation (2-G) wave models.  The modified spectral shape which came out of the 
JONSWAP experiment has come to bear the name of that experiment; hence, we now have the 
JONSWAP spectrum, which can be written as: 
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where  

 α = equilibrium coefficient 
	 σ = dimensionless spectral width parameter, with value σa for f<fp and value σb for f ≥ fp 
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	 γ	 = peakedness parameter  
 
The average values of the σ and γ parameters in the JONSWAP data set were found to be γ = 3.3, σa 
= 0.07, and fb = 0.09.  Figure II-2-22 compares this spectrum to the Pierson-Moskowitz spectrum.   
 

 

Figure II-2-21.  Phillips’ constant versus fetch scaled according to Kitaigorodskii.  
Small-fetch data are obtained from wind-wave tanks.  Capillary-wave data were 

excluded where possible (Hasselmann et al. 1973). 
 

 

Figure II-2-22.  Definition of JONSWAP parameters for spectral 
shape. 
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  (13)  Early second-generation models (Barnett 1968, Resio 1981) followed an f-5 
equilibrium-range formulation since prior research had been formulated with that spectral form.  
Toba (1978) was the first researcher to present data suggesting that the equilibrium range in spectra 
might be better fit by an f-4 dependence.  Following his work, Forristall et al. (1978); Kahma (1981); 
and Donelan et al. (1982) all presented evidence from independent field measurements supporting 
the tendency of equilibrium ranges to follow an f-4 dependence.  Kitaigorodskii (1983); Resio 
(1987, 1988); and Resio and Perrie (1989) have all presented theoretical analyses showing how this 
behavior can be explained by the nature of nonlinear fluxes of energy through a spectrum.  Subse-
quently, Resio and Perrie (1989) determined that, although certain spectral growth characteristics 
were somewhat different between the f-4 and f-5 formulations, the basic energy-growth equations 
were quite similar for the two formulations.  The f-4 formulation is incorporated into CERC’s 
WAVAD model, and is used in its hindcast studies. 
 
  (14)  Since the early 1980s, a new class of wave model has come into existence (Hasselmann 
et al. 1985).  This new class has been termed a third-generation wave model (3-G).  The distinction 
between second-generation and third-generation wave models is the method of solution used in 
these models.  Second-generation wave models combine relatively broad-scale parameterizations 
of the nonlinear wave-wave interaction source term combined with constraints on the overall 
spectral shape to simulate wave growth.  Third-generation models use a more detailed 
parameterization of the nonlinear wave-wave interaction source terms and relax most of the 
constraints on spectral shape in simulating wave growth.  Various third-generation models are used 
around the world today; however, the third-generation model is probably the WAM model. 
 
  (15)  Part of the motivation to use third-generation models is related to the hope that future 
simulations of directional spectra can be made more accurate via the direct solution of the detailed 
source-term balance.  This is expected to be particularly important in complex wave generation 
scenarios where second-generation models might not be able to handle the general source term 
balance.  However, recent research by Van Vledder and Holthuisen (1993) has demonstrated 
rather convincingly that the “detailed balance” equations in the WAM (WAMDI Group 1988) 
model at this time still cannot simulate waves in rapidly turning winds accurately.  Hence, there 
remains much work to be done before the performance of third-generation models can be 
considered to be totally satisfactory.   
 
  (16)  First-generation models that have been modified to allow the Phillips equilibrium 
coefficient to vary dynamically (Cardone 1992), second-generation models (Resio 1981; 
NORSWAM 1977; Hubertz 1992), and third-generation models (Hasselmann et al. 1985) have all 
been shown to produce very good predictions and hindcasts of wave conditions for a wide range of 
meteorological situations.  These models are recommended in developing wave conditions for 
design and planning situations having serious economic or safety implications, and should be 
properly verified with local wave data, wherever feasible.  This is not meant to imply that wave 
models can supplant wave measurements, but rather that in most circumstances, these models 
should be used instead of parametric models.   
 
  b.  Wave prediction in simple situations.  In some situations, it is desirable to estimate 
wave conditions for preliminary considerations in project designs or even for final design in cases 
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where total project costs are minimal.  In the past, nomograms have played an important role in 
providing such wave information.  However, with today’s proliferation of user-friendly computer 
software such as the ACES Program, reliance on nomograms is discouraged.  ACES will assist a 
user in his or her calculations, will facilitate most applications, and will help avoid most potential 
pitfalls related to misuse of wave prediction schemes.  In spite of this warning and advice to use 
ACES, conventional prediction methods will be discussed here to provide such information for 
appropriate applications.   
 
  (1)  Assumptions in simplified wave predictions.   
 
  (a) Deep water.  There are three situations in which simplified wave predictions can provide 
accurate estimates of wave conditions (Szabados 1982).  The first of these occurs when a wind 
blows, with essentially constant direction, over a fetch for sufficient time to achieve steady-state, 
fetch-limited values.  The second idealized situation occurs when a wind increases very quickly 
through time in an area removed from any close boundaries.  In this situation, the wave growth 
can be termed duration-limited.  It should be recognized that this condition is rarely met in nature; 
consequently, this prediction technique should only be used with great caution.  Open-ocean 
winds rarely can be categorized in such a manner to permit a simple duration-growth scenario.  
The third situation that may be treated via simplified prediction methods is that of a fully 
developed wave height.  Knowledge of the fully developed wave height can provide valuable 
upper limits for some design considerations; however, open-ocean waves rarely attain a limiting 
wave height for wind speeds above 50 knots or so.  Equation II-2-30 provides an easy means to 
estimate this limiting wave height.   
 
  (b)  Wave growth with fetch.  In this section, SI units should be used in formulas and 
figures. Figure II-2-3 shows the time required to accomplish fetch-limited wave development for 
short fetches.   The general equation for this can be derived by combining the JONSWAP growth 
law for peak frequency, an equation for the fully developed frequency, and the assumption that a 
local wave field propagates at a group velocity approximately equal to 0.85 times the group 
velocity of the spectral peak.   This factor accounts for both frequency distribution of energy in a 
JONSWAP spectrum and angular spreading which yields: 
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where  
 

 tx,u = time required for waves crossing a fetch of length x under a wind of velocity u to 
become fetch-limited.   

 
Equation II-2-35 can be used to determine whether or not waves in a particular situation can be 
categorized as fetch-limited.  The equations governing wave growth with fetch are: 
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where 

 
 X = straight line fetch distance over which the wind blows (units of m) 
 Hm0 = energy-based significant wave height (m) 
 CD = drag coefficient 
 U10 = wind speed at 10 m elevation (m/sec) 
 u* = friction velocity (m/sec) 

 See Demirbilek et al. (1993) for more details. 
 
Fully developed wave conditions in these equations are given by 
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Equations governing wave growth with wind duration can be obtained by converting duration into 
an equivalent fetch given by 
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where t in this equation is the wind duration.  The fetch estimated from this equation can then be 
substituted into the fetch-growth equations to obtain duration-limited estimates of wave height and 
period.  An example demonstrating these procedures is provided at the end of this chapter. 
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  (c)  Narrow fetches.  Data sets showing a clear relationship between fetch width and 
"effective fetch" for wave prediction are relatively limited.  Effective fetch is independent of the 
wind speed, and can be approximated as the weighted distances measured along a line 45 deg to the 
left of the shore normal, along the shore normal and along a line 45 deg to the right of the shore 
normal.  The Shore Protection Manual (1977) has an illustration (Figure 3-13) for calculating the 
weighted effective fetch.  Many processes act at different scales in wave generation within complex 
geometries.  Early wave prediction nomograms included modifications to predicted wave condi-
tions based on a sort of aspect ratio for a fetch area, based on the ratio of fetch width to fetch length.  
Subsequent investigations (Resio and Vincent 1979) suggested that wave conditions in fetch areas 
were actually relatively insensitive to the width of a fetch; consequently, it is recommended here that 
fetch width not be used to estimate an effective fetch for use in nomograms or the ACES Program.  
Instead, it is recommended that either the straight-line fetch should be used to define fetch length for 
applications for conservatism or a simple application of a code such as STWAVE should be applied.   
 
  (d)  Shallow water.  Many studies suggest that water depth acts to modify wave growth.  
Bottom friction and percolation (Putnam 1949; Putnam and Johnson 1949; Bretschneider and Reid 
1953) have been postulated as significant processes that diminish wave heights in shallow water; 
however, recent studies in shallow water (Janssen 1989 and 1991) indicate that fetch-limited wave 
growth in shallow water appears to follow growth laws that are quite close to deepwater wave 
growth for the same wind speeds, up to a point where an asymptotic depth-dependent wave height 
is attained.  In light of this evidence, it seems prudent to disregard bottom friction effects on wave 
growth in shallow water.  Also, evidence from Bouws et al. (1985) indicates that wave spectra in 
shallow water do not appear to have a noticeable dependence on variations in bottom sediments.  
Consequently, it is recommended that deepwater wave growth formulae should be used for all 
depths, with the constraint that no wave period can grow past a limiting value as shown by Vincent 
(1985).  This limiting wave period is simply approximated by the relationship: 
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In cases with extreme amounts of material in the water column (for example sediment, vegetation, 
man-made structures, etc.), it is likely that the dissipation rate of wave energy will become very 
large.  In such cases, Camfield’s (1977) work may be used as a guideline for estimating frictional 
effects on wave growth and dissipation; however, it should be recognized that little experimental 
evidence exists to confirm the exact values of these dissipation rates.   
 
  (e)  Prediction of deepwater waves from nomograms.  Figures II-2-23 through II-2-26 are 
wave prediction nomograms under fetch-limited and duration-limited conditions.  The curves in 
these nomograms are based on Equations II-2-30 and II-2-36 through II-2-38 presented previously 
in this section.  The asymptotic upper limits in both cases provide information on the fully 
developed wave heights as a function of wind speed.  The same information can be obtained more 
expediently via the ACES Program. 
 



EM 1110-2-1100 (Part II) 
Change 4 
30 Sep 15 
 

II-2-50 

 

Figure II-2-23.  Fetch-limited wave heights. 
 

 

Figure II-2-24.  Fetch-limited wave periods. 
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Figure II-2-25.  Duration-limited wave heights. 
 

 

Figure II-2-26.  Duration-limited wave periods. 
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  (f)  Prediction of shallow-water waves.  Rather than providing separate nomograms for 
shallow-water wave generation, the following procedure is recommended for estimating waves in 
shallow basins: 
 

Step 1: Determine the straight-line fetch and over-water wind speed. 
 
Step 2: Using the fetch and wind speed from (1), estimate the wave height and period from 

the deepwater nomograms. 
 
Step 3: Compare the predicted peak wave period from (2) to the shallow-water limit given 

in Equation II-2-39.  If that wave period is greater than the limiting value, then 
reduce the predicted wave period to this value.  The wave height may be found by 
noting the dimensionless fetch associated with the limiting wave period and 
substituting this fetch for the actual fetch in the wave growth calculation. 

 
Step 4: If the predicted wave period is less than the limiting value, then retain the 

deepwater values from (2). 
 
Step 5: If wave height exceeds 0.6 times the depth, wave height should be limited to 0.6 

times the depth. 

 
  c.  Parametric prediction of waves in hurricanes. 
 
  (1)  As shown in Table II-2-2, waves from tropical storms, hurricanes, and typhoons 
represent a dominant threat to coastal and offshore structures and activities in many areas of the 
world.  In this section, the generic term “hurricane” refers to all of these classes of storms.  As 
pointed out previously in this chapter, the only distinction between tropical storms and 
hurricanes/typhoons is storm intensity (and somewhat the storm’s degree of organization).  The 
only distinction between hurricanes and typhoons is the point of origin of the storm. 
 
  (2)  Spectral models have been shown to provide accurate estimates of hurricane wave 
conditions, when driven by good wind field information (Ward et al. 1977; Corson et al. 1982; 
Szabados 1982; Cardone 1992; Hubertz 1992).  Numerical spectral models can be run on most 
available PCs today, so there is little motivation to not use such models in any application with 
significant economic and/or safety implications.  However, certain situations remain in which a 
parametric hurricane wave model may still play an important role in offshore and coastal 
applications.  Therefore, some documentation of parametric models is still included in this manual.   
 
  (3)  In general, parametric prediction methods tend to work well when applied to phenomena 
that have little or no dependence on previous states (i.e., systems with little or no memory).  A good 
example of such a physical system is a hurricane wind field.  It has been demonstrated (Ward et al. 
1977) that hurricane wind fields can be well-represented by a small number of parameters, because 
winds in a hurricane tend always to remain very close to a dynamic balance with certain driving 
mechanisms.  On the other hand, waves depend not only on the present wind field but also on earlier 
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wind fields, bathymetric effects, pre-existing waves from other wind systems, and in general on the 
entire wave-generation process over the last to 12- to 24-hr.  Thus, parametric models do not work 
well for all hurricanes, but do provide accurate results when the following criteria are met for an 
interval of about 12- to 18-hr prior to the application of a parametric model: 
 

 Hurricane intensity (maximum velocity) is relatively constant.   
 

 Hurricane track is relatively straight.   
 

 Hurricane forward speed is relatively constant.   
 

 Hurricane is not affected by land or bathymetric effects.   
 

 No strong secondary wind and/or wave systems affect conditions in the area of interest. 
 

  (4)  In certain situations, where there is a lack of detail on the actual characteristics of a 
hurricane (such as in hurricane forecasts, older historical storms, hurricanes in some regions of the 
world where meteorological data are sparse), parametric models may provide accuracies equal to 
those of spectral models, provided that land effects and bathymetric effects are minimal.  
However, even when these criteria are met, situations where secondary wind and/or wave systems 
can seriously affect wave conditions in an area should be avoided.  Examples of this occur when 
large-scale pressure gradients (monsoonal or extratropical) significantly affect the shape and/or 
wind distribution of a hurricane.  Winds and waves in such a storm will not be distributed in a 
manner consistent with the assumptions made in this section.   
 
  (5)  Young (1987) developed a parametric wave model based on results from simulations 
with a numerical spectral model.  His results show that there is a strong dependence of wave 
height on the relative values of maximum wind speed and forward storm velocity (Figure II-2-27).  
These results can be used to estimate the maximum value of Hm0 in a hurricane.  The distribution 
of wave heights within a hurricane is also affected by the ratio of maximum wind speed to forward 
storm velocity; however, in an effort to simplify applications here, only one chart is presented 
(Figure II-2-28).  This chart is characteristic of storms with strong winds (maximum wind speed 
greater than 40 m/sec) and slow-to-moderate forward velocities (Vf less than 12 m/sec). 
 
2-3.  Coastal Wave Climates in the United States. 
 
  a.  Introduction.   
 
  (1)  Coastal wave climates around U.S. coastlines are extremely varied.  Past studies such as 
that by Thompson (1977) have relied primarily on measured wave conditions in coastal areas to 
specify nearshore wave climates.  However, we now know that coastal wave heights can vary 
markedly as a function of distance offshore, degree of coastal sheltering, and various wave 
transformation factors.  This means that measured waves in nearshore areas represent site-specific 
data.  Also, even though measurements in U.S. waters have proliferated, they still do not offer 
comprehensive coverage.  Because of these inherent difficulties in using measurements for a 
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national climatology, hindcast information is used in this section to describe a general coastal wave 
climate.  This is not meant to be interpreted that such models produce information that is as accurate 
as wave gauges or in any other way superior to wave measurements; but merely that they represent a 
consistent, comprehensive database for examining regional variations.  In the near future, data 
assimilation methods will combine measurements and hindcasts into a unified database.    
 
  (2)  In this section, typical wave conditions and storm waves for each of four general coastal 
areas will be described, along with some of the important meteorological systems that produce 
these waves.  The areas covered here include all coastal areas within the United States, except for 
Alaska and Hawaii.  The wave information presented in Tables II-2-3 through II-2-6 is based on 
numerical hindcast data provided by the USACE Engineer Research and Development Center’s 
Coastal and Hydraulics Laboratory’s Wave Information Study (WIS). 
 
  (3)  WIS has undergone significant changes since its inception.  The original wave 
estimates were documented in a WIS Report Series.  This method has been replaced with posting 
the long-term wave estimates on the WIS Website (http://wis.usace.army.mil/).  The WIS effort 
strives to provide high-quality, long-term wave estimates for all US coastlines including the Great 
Lakes.  It allows incremental and large-scale changes to the data base.  Wind field generation 
techniques, wave models, computational platforms continue to improve, and WIS takes advantage 
of these improvements.  In so doing the hindcast estimates will periodically change, whether in 
the length of record, implementation of new wave models, or faster computational resources that 
allow the use of increased grid resolutions.  In order to retain a consistent hindcast, entire domains 
(e.g. Atlantic, Gulf of Mexico, Pacific or any of the Great Lakes) are re-generated, not just a part of 
one.  However, to ensure continuity in the long-term hindcast record, incremental extensions (1 to 
2 years) use identically derived wind fields and the same wave modeling technology as used in the 
hindcast being extended.  At the present time the WIS effort has replaced the original Atlantic, 
Gulf of Mexico, Pacific, and Great Lakes hindcasts from 1979/1980 through 2010 (with plans to 
extend through 2012 for all domains).  Posting the WIS hindcast assures users access to the most 
recent wave estimates and standard products to conduct their individual studies.  The WIS 
hindcast of the Alaska coast north of the Aleutian Islands extending to 65-deg north has been 
incrementally extended through 2011.  The Hawaiian Islands region was also recently resolved in 
the WIS hindcast study.  A recent WIS Pacific Ocean Hindcast update (2011) used a higher 
resolution (0.25-deg) grid system surrounding the island chain, which improved the wave 
estimates because it accounts for the smaller scale islands in the domain.  Both sets of wave 
estimates can be accessed from the WIS Web site.  No discussion of the Alaska or Hawaii data is 
given. 
 
  (4)  It should be noted that this information is very generalized.  Waves at a specific site 
can vary from these estimates due to many site-specific factors, such as: variations in exposure to 
waves from different directions (primarily related to offshore islands and coastal orientation), 
bathymetric effects (refraction, shoaling, wave breaking, diffraction, etc.), interactions with 
currents near inlets or river mouths, and variations in fetches for wave generation.   
 
  (5)  Figure II-2-29 provides the locations of reference sites along U.S.  coastlines that will 
be used in subsequent parts of this section.  A nominal depth of 20 m is assumed for these sites.  
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Note that the data in Tables II-2-3 through II-2-6 came from an older WIS database and are shown 
for example only.   
 

 

Figure II-2-27.  Maximum value of Hm0 in a hurricane as a function 
of Vmax and forward velocity of storm (Young 1987). 

 

 

Figure II-2-28.  Values of Hm0/Hm0 max plotted relative to center of 
hurricane (0, 0). 
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Figure II-2-29.  Reference locations for Tables II-2-3 through II-2-6. 
 

  b.  Atlantic coast.   
 

  (1)  Table II-2-3 provides wave information for the Atlantic coast.  Mean wave heights are 
fairly consistent along the entire Atlantic coast (0.7 to 1.3 m); however, the overall distribution 
suggests a subtle multi-peak pattern with maxima at Cape Cod (1.3 m) and Cape Hatteras (1.2 m) 
and possibly a third peak in the vicinity of Cape Canaveral (1.1 m).  These peaks are superimposed 
on a pattern of slight overall decreasing wave heights and as one, moves from north to south.  Mean 
wave periods exhibit a relatively high degree of consistency along the entire Atlantic coast, varying 
only between 6.4 and 7.4 sec, except along the extreme southern part of Florida.  The modal 
direction of the waves is taken here as the 22.5-deg direction class with the highest probability and 
appears to be primarily a function of coastal exposure.  



EM 1110-2-1100 (Part II) 
Change 4 
30 Sep 15 

 

II-2-57 

Table II-2-3.  Wave Statistics in the Atlantic Ocean 
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EXAMPLE PROBLEM II-2-8  

FIND: 

 The significant wave height at the end of this fetch.  

GIVEN:  

 A constant wind speed of 25 m/sec over a fetch of 50 km in a basin with a constant depth of 
1.6 m.  

SOLUTION:  

 OPTION 1 - Use ACES  

 OPTION 2 - From Figure II-2-24, the fetch-limited peak wave period is about 5.8 sec, from 
Equation II-2-39, the limiting wave period in 1.6 m is 4.0 sec; therefore, the waves stopped 
growing at this limit.  This corresponds to a fetch of 20 km at this wind speed; thus, the final 
values of Tp and Hm0 are 4.0 sec and 2.1 m (using the 20-km fetch and 25-m/sec wind speed in 
Figure II-2-23).  However, this value exceeds 0.6 times the depth, so the final answer should be 
0.8 m. The wave height is limited in this example to be half the water depth. In shallow depths, 
this is a reasonable approximation. 

EXAMPLE PROBLEM II-2-7 

FIND:  

 The significant wave height at the end of this fetch, assuming that the duration of the wind is 
sufficient to generate fetch-limited waves (from Figure II-2-3, this is found to be greater than 
about 1.25 hr).  

GIVEN:  

 A constant wind speed of 15 m/sec over a fetch of 10 km in a basin with a constant depth of 
3 m. (Note: as pointed out in the previous section on winds, wind speeds tend to increase with 
fetch over a fetch of this size, so care should be taken in estimating this wind speed).  

SOLUTION:  

 OPTION 1 - Use ACES  

 OPTION 2 - From Figure II-2-24 the fetch-limited peak wave period is about 2.7 sec, from 
Equation II-2-39, the limiting wave period in 3 m is 5.4 sec; therefore, Tp = 2.7 sec and Hm0 = 1.0 
m (deepwater values). 
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  (2)  These results appear consistent with the mean storminess expected in these Atlantic 
coastal regions.  In the northern portion of the Atlantic coast, the primary source of large waves is 
migratory extratropical cyclones.  Between storm intervals in this region, waves come primarily 
from swell propagating from storms moving away from the coast.  Due to this direction of storm 
movement, the swell from these storms is usually not very large (less than 2.0 m).  As one moves 
southward past Cape Hatteras, waves from high-pressure systems (both migratory and 
semipermanent) begin to become dominant in the wave population.  Once south of Jacksonville, the 
wave climate is typically dominated by easterly winds from high pressure systems, with a secondary 
source of swell from northeasters.  Farther south, as one approaches Miami, the Bahamas provide 
considerable shelter for waves approaching from the east.  In coastal areas without significant 
swell, sea breeze winds can play a significant role in producing coastal waves during afternoon 
periods.  This situation occurs over much of the U.S. east coast during intervals of the year.  
 
  (3)  The 90th percentile wave heights can be considered as representative of typical large 
wave conditions.  As can be seen here, this wave height varies from 1.9 to 2.4 m along the New 
England region down to 1.4 to 1.9 m along the Florida coast.  As was seen in the distribution of 
mean wave heights, the overall pattern appears to have maxima at Cape Cod (2.4 m), Cape 
Hatteras (2.1 m), and Cape Canaveral (1.9 m).  The associated periods are very consistent along 
most of the Atlantic coast (8.5 to 9.9 sec) except for the southern half of Florida, where the periods 
are somewhat lower (6.2 to 7.7 sec).  Directions of the 90th percentile wave reflect the general 
coastal orientation.  
 
  (4)  Extreme waves along the Atlantic coast are often produced by both intense extratropical 
storms and tropical storms.  Table II-2-3 does not provide any information that extends into the 
return period domain dominated by tropical storms; consequently, this table can be regarded as 
actually providing information only on extratropical storms.  Since this table is not intended to be 
used directly for any coastal design considerations, information on large-return-period storms is 
specifically excluded.  
 
  (5)  The 5-year wave heights presented in Table II-2-3 can be considered as representing 
typical large storms that might affect short-term projects (beach nourishment, dredging operations, 
sand bypassing, etc.).  Values of the 5-year wave height range from generally greater than 6.0 m 
north of Long Island to only 4.2 m in the Florida Keys.  Again, north to south decreasing maxima 
appear in the regions of Cape Cod (6.7 m), Cape Hatteras (5.9 m), and Cape Canaveral (4.9 m).  
Associated wave periods are generally in the range of 11 to 13 sec, except for the Florida Keys site, 
where this period is only 9.5 sec.  
 
  (6)  Various types of extratropical storms have wreaked havoc along different coastal areas.  
These storms range from “bombs” (small, intense, rapidly developing storms) to large 
almost-stationary storms (developing typically after a change in the large-scale global circulation).  
Bombs produce higher wind speeds (sustained winds can exceed 70 knots) but due to fetch and 
duration considerations, the larger, slower-moving storms produce larger wave heights (a measured 
Hm0 greater than 17 m south of Nova Scotia in the Halloween Storm 1991).  Other examples of 
classic storms along the U.S. east coast include the Ash Wednesday Storm of 1962 (affecting mainly 
the mid-Atlantic region), the Blizzard of 1978 (affecting mainly the northeastern states), and the 
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Storm of March 1993, which affected most of the U.S east coast.  This last storm has been called the 
“Storm of the Century” by some; however, it is by no means the worst storm in terms of waves for 
most areas along the east coast in this century.  In fact, along much of the Atlantic coast, the wind 
direction was toward offshore; consequently, there was almost no wave action at the coast in many 
locations.  Farther offshore the situation was considerably different and many ships and boats were 
lost.   
 
  (7)  Hurricanes can also produce extreme wave conditions along the coast.  Particularly at 
the coast itself where storm surges of 10 ft or more can accompany waves, hurricane waves 
represent an extreme threat to both life and property.  An excellent source of hurricane 
information is the HURDAT database available from the National Oceanic and Atmospheric 
Administration (NOAA) website.  This database contains storm tracks, maximum wind speeds, 
central pressures, and other parameters of interest for all hurricanes affecting the United States 
since 1876.  The effects of Hurricanes Hugo in 1988 and Andrew in 1992 have shown the 
tremendous potential for coastal destruction that can accompany these storm systems in southern 
reaches of the Atlantic coast.  The effects of the Hurricane of 1933 in New England and Hurricane 
Bob in 1990 show that even farther north, the risk of hurricanes cannot be neglected.   
 
  c.  Gulf of Mexico.   
 
  (1)  Table II-2-4 shows the same information for the U.S. Gulf coast as was given in Table 
II-2-3 for the Atlantic coast.  Mean wave heights for this coast are often considered to be 
considerably lower than those on the Atlantic coast; however, as can be seen in this table, this is 
not evident in the wave data.  In fact, mean wave heights near Brownsville are larger than 
anywhere on the Atlantic coast.  The reason for this is that the mean wind direction in this location 
is directed toward land, whereas, along the Atlantic coast the mean wind direction is directed away 
from land except for areas south of Jacksonville, FL.  Mean wave heights generally decrease 
eastward to the Appalachicola area and then remain fairly constant southward to the Florida Keys.   
 
  (2)  Many of the larger waves in the Gulf of Mexico are generated by storms centered well 
to the north over land.  Thus, large waves can be experienced at offshore sites even when 
conditions along the coast are quite calm.  Typical day-to-day wave conditions in many coastal 
areas are produced by a combination of relatively small synoptic-scale winds and sea-breeze 
circulations.  As noted in Table II-2-2 in this section, these waves are rarely very large.  At times, 
the Gulf of Mexico comes under the influence of large-scale high pressure systems, with winds 
blowing from east to west across much of the Gulf.  These winds are primarily responsible for the 
higher wave conditions in the western Gulf.  Due to the lack of strong storms centered within the 
Gulf, there is little or no swell reaching Gulf shorelines, with the notable exception being swell 
from remote tropical systems.  Consequently, except for the extreme western Gulf of Mexico, 
mean wave periods tend to be somewhat smaller than those along the Atlantic coast (4.0 to 6.0 
sec).  
 
  (3)  The 90th percentile wave heights indicate that typical large wave conditions along the 
coast are only about 50 percent larger than the mean wave heights (compared to about a 100-percent 
factor for the Atlantic coast).  This is consistent with the idea that the Gulf of Mexico is, in fact, a 
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calmer basin than the Atlantic.  These wave heights in the Gulf vary from a maximum of 1.5 m near 
Brownsville to 1.2 m along Florida’s west coast.  Associated wave periods range from 6.0 to 8.0 
sec.   
 
  (4)  Values of the 5-year wave heights in the Gulf of Mexico vary from 3.2 m along the west 
coast of Florida to 4.6 m near Brownsville.  Associated wave periods vary between 9.0 and 10.5 
sec.  Some of the higher non-tropical waves in the Gulf of Mexico are generated by wind systems 
called “Northers.”  Because these winds blow out of the north, they typically do not create 
problems at the coast itself, but can produce large waves offshore.  Occasionally an extratropical 
cyclone will develop within the Gulf.  One example, the intense storm of 10-13 March 1993 (the 
so-called “Storm of the Century”), produced high surges and large waves along extensive portions 
of Florida’s west coast.  Damages and loss of life from this storm demonstrated that, although 
rare, strong extratropical storms can still be a threat to Gulf coastal areas.   
 
  (5)  The primary source of extreme waves in the Gulf of Mexico is hurricanes.  Hurricanes 
Betsy (1965), Camille (1969), Carmen (1975), Frederick (1979), Alicia (1985), Andrew (1992), 
Katrina (2005) and Rita (2005) have clearly shown the devastating potential of these storms in the 
Gulf of Mexico.  Even though shallow-water effects may diminish coastal wave heights from the 
values listed in Table II-2-2, wave conditions are still sufficient to control design and planning 
considerations for most coastal and offshore structures/facilities in the Gulf. 
 
  d.  Pacific coast.   
 
  (1)  Table II-2-5 provides information for the Pacific coast that is comparable to that 
presented in Tables II-2-3 and II-2-4 for the Atlantic and Gulf of Mexico coasts, respectively.  
The Pacific coast is very different from the east coast in that wave-producing storms within the 
Pacific Ocean are travelling toward this coast.  This means that the west coast typically has a 
much richer source of swell waves than do other U.S. coastal areas.  As can be seen by 
comparison to the Atlantic coast results (Table II-2-3), this results in higher wave conditions along 
the Pacific coast, with mean wave heights ranging from 2.5 m near the Mexican border to 3.2 m 
near the Canadian border.  This difference is also reflected in the mean periods along these coasts, 
which vary from 9.6 to 12.1 sec.  During (Northern Hemisphere) summer months, storm tracks 
usually move far to the north and storms are less intense.  Consequently, swell from mid-latitude 
storms in the Northern Hemisphere diminish in size and frequency, allowing swell from tropical 
storms spawned off the west coast of Mexico and from large winter storms in the Southern 
Hemisphere to become important elements in the summer wave climate.  
 
  (2)  Typical winter storm tracks move storm centers inland in the region from northern 
California to the Canadian border.  Hence, large waves in these regions frequently come in the 
form of local seas.  South of San Francisco, local storms strike the coast with less frequency; thus, 
many of the large waves in this area arrive in the form of swell.  Many notable exceptions to this 
general rule of thumb can be found in the late 1970s and 1980s, however.  In particular, the storm 
of January 1989 moved across the California coast in the vicinity of Los Angeles and caused much 
damage to southern California coastal areas.   
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  (3)  The 90th percentile wave heights along the Pacific coast are about twice their Atlantic 
coast counterparts.  In the southern California region, these values are typically in the 3.9- to  
 

Table II-2-4.  Wave Statistics in the Gulf of Mexico 
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4.2-m range.  As one moves northward, the 90th percentile wave height increases to a maximum 
of about 5.4 m along the coast of Washington.  Periods associated with these waves tend to be 
quite long, ranging between 11 and 14 sec.   
 

Table II-2-5 Wave Statistics in the Pacific Ocean 
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Table II-2-6.  Wave Statistics in the Great Lakes 
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  (4)  The 5-year wave heights in the southern California region are comparable to those 
found along the New England coast on the Atlantic (6.8-6.9 m compared to 6.7 m).  However, 
associated periods are considerably longer (16.8 sec compared to 12-13 sec).  As one moves 
northward, these wave heights increase to levels greater than 10 m along much of the coast north of 
the California-Oregon border.  Periods of these large waves tend to fall in the 14- to 16-sec range.  
 
  (5)  Although many studies have dismissed the importance of tropical storms to the extreme 
wave climate along the Pacific coast, at least one tropical storm has moved into the Los Angeles 
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basin during the 20th century, suggesting that this threat is not negligible.  Given the curvature of 
the coast and the water temperatures north of Point Conception, it is unlikely that tropical storms 
can produce a significant threat at coastal sites north of this point; however, south of this point it is 
important to include tropical storms in any design and planning considerations.   
 
  e.  Great Lakes.   
 
  (1)  Table II-2-6 provides comparable information for the Great Lakes as provided for 
previous coastal areas in Tables II-2-3 through II-2-5.  Wave conditions within the Great Lakes are 
strongly influenced by fetches aligned with the dominant directions of storm winds.  These winds 
are mainly produced by extratropical storms moving across the Great Lakes region.  Table II-2-6 
compares the largest 50-year (return period) wave heights for each lake.  Because strong storms are 
infrequent in late spring through early autumn, this interval is usually relatively calm along most 
shores.  During the period from mid-autumn until ice reduces wave generation, the largest waves 
are generated.  Again in the spring, after the ice has thawed, large waves (although usually 
significantly smaller than waves in autumn) can be generated and can affect coastal areas.   
 
  (2)  Mean lake level is an issue of critical concern in the Great Lakes.  These levels have 
fluctuated considerably through recorded history in response to periods of low and high 
precipitation in the general geographic area.  Critical design criteria for many Great Lakes coastal 
areas are defined by the superposition of high waves (generated by extratropical storms) on top of 
high mean lake levels and storm surges.   
 
2-4.  Additional Example Problem.  
 
  (1)  Example problem II-2-9 demonstrates use of assumptions in simplified wave 
predictions. 
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EXAMPLE PROBLEM II-2-9  

FIND:  

The significant wave height and spectral peak wave period generated by a mean wind speed of 
30 m/sec over a fetch of 50 km. (Work the problem in metric units.)  

SOLUTION: 

Step 1. Check required wind duration. Given that x is the fetch in meters, g is the acceleration 
due to gravity in meters/second-squared, u10 is the wind speed in meters/second, we have 
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. . , .
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t s hr

u g
= = = =
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50 000
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If the wind duration is equal to or longer than this than a fetch-limited situation exists. 

Step 2. Estimate friction velocity. First, estimate the coefficient of drag as 

( ). .  . ;DC u» + 100 001 1 1 0 035  

Then, estimate the friction velocity as 

*   .   . /Du C u m s= = ´ =10 0 00215 30 1 39  

Step 3. Estimate Significant Wave Height. Estimate nondimensional fetch as 
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Estimate nondimensional wave height as 
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Step 4. Estimate Spectral Peak Period. Since we already have calculated the nondimensional 
fetch in Step 3, we can proceed to estimate the nondimensional spectral peak period: 
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2-6.  Definitions of Symbols. 
 
 α = Equilibrium coefficient 

 γ = Peak enhancement factor used in the JONSWAP spectrum for fetch-limited seas) 

 T = Air-sea temperature difference [deg °C] 

 θmet = Measured wind direction in standard meteorological terms (Equation II-2-14) [deg] 

 θvec = Measured wind direction in a Cartesian system with the zero angle wind blowing toward 
   the east (Equation II-2-14) [deg] 

 λ = Dimensionless constant in determining the height of the atmospheric boundary layer  
   (Equation II-2-12) 

 λ1-5 = Dimensionless empirical coefficients used in empirical wave predictions 

 ρa = Mass density of air [force-time2/length4] 

 ρw = Mass density of water (salt water = 1,025 kg/m3 or 2.0 slugs/ft3; fresh water =   
   1,000kg/m3 or 1.94 slugs/ft3) [force-time2/length4] 

 σ = Dimensionless spectral width parameter 
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 τ = Wind stress [force/length2] 

 φ = Dimensionless universal function characterizing the effects of thermal stratification 

 ω = Angular velocity of the earth (= 0.2625 rad/hr = 7.292x10-5 red/sec) 

 A = Scaling parameter in the Holland wind model [length] 

 B = Dimensionless parameter that controls the peakedness of the wind speed distribution in 
   the Holland wind model 

 c = Particle velocity [length/time] 

CD/cd = Coefficient of drag for winds measured at 10-m [dimensionless] 

 CDz = Coefficient of drag for winds measured at level z [dimensionless] 

 e = Base of natural logarithms (= 2.718) 

E(f) = Spectral energy density [length/hertz] 

 f = Coriolis parameter (= 2 T sin N = 1.458 x 10-4 sin N), where N is geographical latitude 
   [sec -1 ].  Also, f = frequency [Hz] = 

 fp = Peak frequency of the spectral peak 

 fu = Limiting frequency for a fully developed wave spectrum (Equation II-2-32) 

 g = Gravitational acceleration [length/time2] 

 h = Height of the boundary layer (Equation II-2-12) [length] 

 ෡ = Dimensionless wave height (Equation II-2-22)ܪ 

 hm = Height of the land barrier [length] 

Hm0 = Energy-based significant wave height [length] 

Hstable = Stable wave height (Equation II-4-14) [length] 

 ஶ = Fully developed wave height (Equation II-2-30) [length]ܪ 

 k = Dimensionless von Kármán’s constant (approximately equal to 0.4). Also, k = wave 
   number [length-1] defined as = where L = wave length [length] 

 L = Parameter that represents the relative strength of thermal stratification effects [length] 
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m1-5 = Dimensionless empirical exponents used in empirical wave predictions 

 -O = The subscript 0 denotes deepwater conditions 

 p = Pressure at radius r of a storm [force/length2] 

 pc = Central pressure in the storm [force/length2] 

 pn = Ambient pressure at the periphery of the storm [force/length2] 

 r = Arbitrary radius [length] 

 rc = Radius of curvature of the isobars [length] 

 RL = Ratio of over water windspeed, UW to over land windspeed, UL as a function of over  
   land windspeed (Figure II-2-7) 

Rmax = Distance from the center of the storm circulation to the location of maximum wind  
   speed (Equation II-2-20) [length] 

 RO = Rossby radius of deformation (Equation II-2-1) [length] 

 RT = Amplification ratio (Figure II-2-8), ratio of wind speed accounting for effects of airsea 
   temperature difference to wind speed over water without temperature effects 

 t = Duration [time] 

 Ta = Air temperature [deg C] 

 Tp = Limiting wave period (Equation II-2-39) [time] 

 Ts = Water temperature [deg C] 

 tx,u = Time required for waves crossing a fetch (Equation II-2-35) [time] 

 u = Wind speed [length/time] 

 U’t = Estimated wind speed of any duration [length/time] 

 Uc = Cyclostrophic approximation to the wind speed [length/time] 

 Uf = Fastest mile wind speed [length/time] 

 Ug = Geostrophic wind speed (Equation II-2-10) [length/time] 

 Ugr = Gradient wind speed (Equations II-2-11 and II-2-18) [length/time] 
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 UL = Wind speed over land [length/time] 

Umax = Maximum velocity in the storm (Equation II-2-21) [length/time] 

 Ut = Wind speed of any duration [length/time] 

 UW = Wind speed over water [length/time] 

 Uz = Wind speed at height z above the surface (Equation II-2-3) [length/time] 

u*/U* = Wind friction velocity [length/time] 

 WC = Wind speed accounting for effects of air-sea temperature difference [length/time] 

 WW = Wind speed over water without temperature effects [length/time] 

 X = Straight line distance over which the wind blows [length] 

 z0 = Roughness height of the surface [length] 
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